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Abstract

A meta-analysis is a statistical analysis method which synthesises the results
of multiple trials into a single result. Rather than focusing on one of the
individual trials’ conclusions, a meta-analysis can describe in a concise manner
the body of evidence. If the meta-analysis is created using studies with low risk
of bias, the results of a meta-analysis are considered to be the highest standard
of evidence. However, the quality of the meta-analysis is also dependent on the
statistical method used for modelling the data. Many factors can lead to bias,
invalidity or misinterpretation of the results of the meta-analysis. This thesis
presents a statistical investigation of two such areas: subgroup meta-analysis
and sequential meta-analysis.

The first area, subgroup meta-analysis, relates to ecological bias in aggre-
gate data subgroup meta-analysis. Ecological bias is a type of bias caused by
the ecological level of a subgroup which modifies the effect of treatment on out-
come. Ecological bias may lead to confounding that biases the assessment of
subgroup and treatment effect interactions, depending on the analysis method
used. This thesis proposes a new method for subgroup meta-analysis using
linear mixed models. The method is used for estimating effect modification of
treatment by subgroup while correcting for ecological bias. This method fills
gaps where the existing methods fall short.

The second area, sequential meta-analysis, is concerned with the validity
of statistical results when a meta-analysis is updated sequentially. Updating
a meta-analysis will increase the risk of finding a false-positive. If properly
planned in advance using a group sequential design, the inflation of type-I-error
may be removed. Trial Sequential Analysis is a software package developed in
Java to adapt the group sequential designs originally created for single trials
to meta-analyses. A new version of the software is presented with multiple
extensions. New features include updated methods for sample size calculation,
a framework for prospective meta-analysis, binding and non-binding futility
boundaries for both one- or two-sided designs, and an extended library for
calculating inference. A software package for the statistical software language
R is presented.

A further problem considered within sequential meta-analysis is a specific
type of bias. Conditional bias due to a decision to continue a meta-analysis
happens when new studies are motivated by earlier information, e.g. the results
of a promising but not definitive meta-analysis. If the new studies are combined
with the promising meta-analysis this results in an upwards bias of the point
estimate. Inspired by the adjustment estimators developed for group sequential
methods for single trials, this thesis presents an estimator for updating meta-
analyses adjusting for the conditional bias from decision making.
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Resumé

En meta-analyse er en statistisk analysemetode som sammenfatter resultaterne
fra flere forsøg til et generelt resultat. I stedet for at fokusere p̊a alle de indi-
viduelle forsøgsresultater kan en meta-analyse kortfattet beskrive samlingen af
evidens. Resultatet af en meta-analyse er ofte betragtet som en af de bedste
former for evidens for en given hypotese. Da en meta-analyse er en statistisk
metode, afhænger kvaliteten af analysen af, hvilken konkret metode som er
brugt til at analysere data. Mange faktorer kan føre til bias, forkert fortolkn-
ing eller give ugyldige resultater. Denne afhandling præsenterer en statistisk
undersøgelse af to omr̊ader indenfor meta-analyse, hvor disse problemer kan
eksistere, henholdsvis: subgruppe meta-analyse og sekventiel meta-analyse.

Det første omr̊ade, subgruppe meta-analyse, har kendte problemer med eco-
logical bias. Ecological bias er en slags bias, hvor proportionen af en subgruppe
i forsøget har en effekt p̊a behandlingseffekten. Dette bias kan føre til at ef-
fekten af en subgruppe p̊a behandlingseffekten bliver en blanding af forskellige
effekter og man kan miste sin ønskede fortolkning. Dog er dette afhængig af,
hvilken metode man bruger til sin analyse. Denne afhandling bidrager med en
ny metode til subgruppe meta-analyse ved brug af linear mixed models. Meto-
den benyttes til at estimere vekselvirkningen mellem subgruppen og behan-
dlingseffekten og kan samtidig korrigere for eventuel ecological bias. Metoden
kan især benyttes til scenarier, hvor kendte metoder er utilstrækkelige.

Det andet omr̊ade, sekventiel meta-analyse, ser p̊a gyldigheden af de statis-
tiske resultater som f̊as n̊ar man opdaterer sin meta-analyse. Et kendt problem
er at det at opdatere en analyse vil f̊a type-I-fejlen til at stige. Hvis man plan-
lægger en sekventiel meta-analyse inden den p̊abegyndes kan denne stigning
af type-I-fejlen kontrolleres. Trial Sequential Analysis er et software skrevet
i Java som er designet til at h̊andtere gyldigheden af de statistiske resultater
i en sekventiel meta-analyse. Softwaret benytter gruppe sekventielle metoder
kendt fra randomiserede kliniske forsøg. En ny version af softwaret er præsen-
teret i denne afhandling. Den nye version indeholder flere egenskaber og har
en klarer definition af prospektive og retrospektive sekventielle meta-analyser.
Bidrag til softwaret er blandt andet; nye metoder til sample size beregninger,
binding og non-binding futility grænser for b̊ade en- og to-sidet designs, samt
flere metoder til at beregne inferens. En open-source software pakke til det
statistiske software R er præsenteret i afhandlingen.

Et andet problem indenfor sekventiel meta-analyse er en specifik form for
bias. Bias betinget p̊a beslutningen om at fortsætte en meta-analyse sker n̊ar
nye studier er motiveret at tidligere evidens, som kunne f.eks. være resultatet
af en meta-analyse som virker lovende. Hvis de nye studier sættes sammen med
de gamle i en opdateret meta-analyse vil resultatet højst sandsynligt have en
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vi RESUMÉ

bias mod en større effekt end den sande effekt. Inspireret af metoder indenfor
gruppe sekventielle forsøg, vil denne afhandling præsentere en ny estimation-
smetode til at beregne punktestimatet i en opdateret meta-analyse, hvor nye
studier er sat sammen med et tidligere lovende studie eller en meta-analyse.
Denne estimator vil justere for dette bias.
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1. Introduction

This thesis investigates three problems within the field of meta-analysis. A
meta-analysis is a statistical summary of the results of multiple trials investi-
gating very similar hypotheses. Using a weighted average of the trials’ point
estimates, a meta-analysis provides a summarised estimate to condense the
information. Meta-analyses are described in more detail in Chapter 2.

There exist an abundance of meta-analyses published. Searching PubMed,
186,834 results of the article typemeta-analysis are found from 1990 to Septem-
ber 2023. Furthermore, the number of published meta-analyses is increasing
by the year as shown on Figure 1.1. These 186,834 meta-analyses might exist
for different reasons. Besides the usefulness of a meta-analysis for achieving an
overarching conclusion, a meta-analysis can also provide insight into whether
trial results are heterogeneous, it can investigate the potential sources of the
heterogeneity, it can detect subgroups that benefit most from the intervention
and more.

With the large number of meta-analyses published and the different moti-
vations, there are a number of complexities which the statistical analysis has
to take into consideration. This thesis is concerned with statistical method-
ology for meta-analyses for two of such complexities, one concerns subgroup
meta-analysis on aggregated data and the other concerns the statistical meth-
ods used for sequential meta-analysis. Within these two areas, we will look
at statistical methods used for three specific problems. These three problems
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Figure 1.1: Number of publications characterised as meta-analysis per year
from PubMed.
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2 CHAPTER 1. INTRODUCTION

resulted in three research papers which will be presented in the latter part of
the thesis and form the primary body of novel research in the thesis.

This introductory chapter will try to give a short description of the problems
resulting in the thesis’ objectives, whereas the remainder of the thesis will be
concerned with the background and our proposed solutions to the problems.

1.1 Three problems in meta-analysis

In the first considered area of meta-analysis, subgroup meta-analysis, the first
manuscript, Manuscript I, is motivated by earlier research on the topic, as
presented in a paper titled “Meta-analytical methods to identify who bene-
fits most from treatments: daft, deluded, or deft approach?” by Fisher et al.
(2017). The paper considered aggregate data for subgroup meta-analysis and
evaluated three common methods and their sensitivity towards ecological bias.
Here the conclusion was that the interaction meta-analysis method, named the
“deft” method, was the most appropriate to use for estimating effect modifica-
tion in subgroup meta-analysis using aggregate data. However, the method can
only accommodate data which includes all subgroups of interest. Relevant but
incomplete data, which is data missing one or more subgroups of interest, can-
not be part of the model. Our goal with Manuscript I was to create a model
which handles ecological bias and incomplete data in a more comprehensive
analytical framework.

In the second area of meta-analysis considered in this thesis, sequential
meta-analysis, we had two objectives. The first objective was to investigate the
type-I- and type-II-error control in meta-analyses which get updated over time.
Trial Sequential Analysis (TSA) is one such method proposed by Copenhagen
Trial Unit (Wetterslev et al., 2008). To be able to look at the software’s ability
to control false-positives and false-negatives, the method was implemented in
statistical software R (R Core Team, 2020) with several updates. Thus the
objective was to implement TSA in R and create an R package for others to
use.

The last problem is also related to sequential meta-analysis. The moti-
vation for the last manuscript, Manuscript III, were two published papers:
“Delayed Vs Early Umbilical Cord Clamping for Preterm Infants: a System-
atic Review and Meta-Analysis” by Fogarty et al. (2018) and “The Effect of
Lactoferrin Supplementation on Death Or Major Morbidity in Very Low Birth-
weight Infants (LIFT): a Multicentre, Double-Blind, Randomised Controlled
Trial” by Tarnow-Mordi et al. (2020). Both contain a meta-analysis which in-
clude later studies that were motivated by previous promising yet insignificant
meta-analyses. This creates a bias in the updated meta-analyses, when it is
only updated due to its predecessor being promising. Manuscript III investi-
gates whether we can find an estimator which adjusts for the conditional bias
of continuing a promising meta-analysis.

Objectives

Based on the discussion above, we summarise our research goals into three
objectives:

• Subgroup meta-analysis
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1. Development of a statistical method for estimating within-population
effect modification in subgroup meta-analysis. The method will use
the linear mixed model setting and provides a comprehensive ana-
lytical framework for handling various data types including missing
data. The method should be able to handle ecological bias.

• Sequential meta-analysis

2. Contribute to the Trial Sequential Analysis (TSA) software with new
state-of-the-art methods within sequential trials and meta-analysis.
Implement the revised method in statistical software R for ease of
use for others and for potential simulation studies. The software
implementation is then to be disseminated as a package in CRAN
and a software paper along with several vignettes.

3. Development of an analytical method to handle conditional bias in
updated meta-analyses stemming from the decision to continue the
analysis due to promising results. The method should aim to adjust
the point estimate of the updated meta-analysis, where the bias is
introduced from a decision-making process. Here it is assumed that
a previous analysis (trial or meta-analysis) motivated the conduct
of new trials based on a region of the test-statistic from the previous
evidence. The analysis is then updated, where the original analysis
is combined with the new trials. We aim to adjust the point estimate
of this updated meta-analysis for conditional bias due to the decision
to continue the analysis under observed promising results.

The background and proposed solutions to these objectives are presented
within this thesis.

1.2 Thesis outline

This thesis is presented as a “thesis by publication” and conforms to a specific
required format. The first part of the thesis presents background and discussion
relevant to the interpretation of the novel research, which is presented in the
latter part of the thesis in the form of three manuscripts. The three manuscripts
are all in the form of journal articles that are either already published or ready
for peer review.

Within this format, the thesis consists of eight chapters. The first chapter is
an introduction to the remainder of the thesis, and consists of a general intro-
duction, the objectives of the thesis, and an outline. In the style of a synopsis,
this chapter is followed by a methods section. The methods section runs from
Chapter 2 to Chapter 6 serving as background for the manuscripts (Manuscript
I-III) appearing later in the thesis at Chapter 8 before the bibliography. The
main novel contribution of this thesis is the independent research presented
in these three manuscripts. A short explanation of the methods chapters is
given below with comments about which chapters are of relevance to each of
the manuscripts:

• Chapter 2 introduces meta-analysis in general which is relevant for all
manuscripts presented in this thesis.
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• Chapter 3 introduces subgroup meta-analysis, the most commonly used
methods within the field, and ecological bias in aggregated data meta-
analysis. This chapter is an introduction to Manuscript I.

• Chapter 4 presents Trial Sequential Analysis, a method for sequential
meta-analyses. Sequential meta-analyses are meta-analyses that have
been or will be updated in their lifetime. As the method is an adapta-
tion of group sequential designs for single trials, most of the chapter is
concerned with theory for group sequential designs. This chapter is part
of the introduction to both Manuscript II and Manuscript III.

• Chapter 5 describes power calculations in group sequential designs and
a selection of the computational methods used in the creation of the
RTSA package. This chapter serves as the final chapter for introducing
Manuscript II. Supplemental material to this manuscript is found in the
appendices.

• Chapter 6 introduces inference in sequential designs given the background
theory in Chapter 4. The chapter concludes with highlighting the prob-
lems with conditional bias due to the decision to continue a sequen-
tial meta-analysis. This chapter serves as the last chapter introducing
Manuscript III and finalises the methods chapters.

The second last chapter of the thesis, Chapter 7, contains a general con-
clusion, the main contributions and planned future research. The last part of
the thesis is referred to as Chapter 8 but is the majority of the material in
the thesis, incorporating the three manuscripts in journal format. Appendix A
contains the manual for the RTSA package and Appendix B contains additional
results not provided by the manuscripts relating to Manuscript II.



2. Meta-analysis

All of the manuscripts underpinning this thesis are within the field of meta-
analysis. This chapter will provide an introduction and overview of the basic
theory and notation used subsequently in the thesis. We start with a brief
introduction to meta-analysis and a review of some topics that will be im-
portant for the research presented later in the thesis, including heterogeneity
assessment and sample size determination.

The material covered in this chapter should provide the reader with a basic
understanding of meta-analysis. For more comprehensive background literature
on meta-analysis, we recommend the books “Introduction to Meta-Analysis” by
Borenstein et al. (2009) and “Methods for Meta-Analysis in Medical Research”
by Sutton et al. (2000).

2.1 Introduction

In many fields of research, different trials are testing the same hypothesis.
Meta-analysis is used to obtain a summary of the results of these different
trials often expressed by a point estimate, confidence interval and p-value.
It synthesises the results of the trials to provide an estimate representing an
overall direction and size of the effect of interest. In this way the results of
multiple studies can be synthesised and the evidence is consolidated by reducing
the number of conclusions from many to one. The result of a meta-analysis can
suggest if more information is needed. Hence the result of the meta-analysis
may not only be a conclusion provided the current available trials, but it may
also be used an argument for more trials to be planned or where it seems to be
most relevant to gain more knowledge. Another reason for conducting a meta-
analysis is the expected gain in power. Rare event trials or trials investigating
small participant groups may not always be able to recruit as many participants
as required for achieving a desired level of power of their statistical analysis.
Combining trials in a meta-analysis often results in a higher level of power
compared to the trials individually. However, this depends on the level of
heterogeneity of the trial results. Heterogeneity describes the between-trial
variation of the trial results used in a meta-analysis. Heterogeneity will be
described in more detail later in this chapter.

Data used for meta-analysis comes in two forms; individual participant
data or aggregate data. Individual participant data is the raw data on each
participant individually. Aggregate data provides data at trial level such as
point estimates, standard errors and maybe some descriptive data of baseline
characteristics or such. We will in this thesis only consider meta-analysis on
aggregate data.

5



6 CHAPTER 2. META-ANALYSIS

2.2 Meta-analysis

An aggregate data meta-analysis point estimate is calculated as a weighted av-
erage of the included trials’ point estimates. Suppose we have K trials available
in the meta-analysis. Let k = 1, . . . ,K be the identifier of trial k. Each trial
reports an estimate of the intervention effect yk and an estimate of the associ-
ated variance (squared standard error) s2k. Here yk can be a mean difference, a
log odds ratio or another common treatment effect measure. The inverse of the
variance is called information - the smaller the trial’s treatment effect standard
error, the higher the information. The information is often used as weights
in the weighted average, as it is the weighting which minimises the variance
of the pooled average. However, there are a library of other methods used to
calculate the weights. These include the Mantel-Haenszel method or the Peto
odds ratio method for binary outcome data (Borenstein et al., 2009). To cal-
culate the inverse-variance weights, the estimate of the variance s2k is used as
a plug-in estimate for the actual variance σ2

k. Denoting the weights as wk, the
formulae for the meta-analysed point estimate, variance and inverse-variance
weights are then defined as:

θ̂ =
∑

k

yk · wk∑
k wk

, and, var(θ̂) =
1∑
k wk

with wk =
1

s2k
. (2.1)

This is known as a fixed-effect meta-analysis. A fixed-effect meta-analysis as-
sumes all trials are estimating the same true intervention effect θ and that
the study-specific treatment effect estimates have a normal distribution (ei-
ther exactly or asymptotically), thus yk ∼ N (θ, σ2

k). With the assumption of
normality, one can calculate confidence intervals, test-statistics, and p-values
using the normal distribution.

A meta-analysis can be visualised by a forest plot as shown on Figure 2.1.
Here the results of the trials are plotted as points with the variability shown
by 95% confidence intervals. The size of the points are relative to the weight
of the trial result. In this example the weights are homogeneous due to the
trials simulated for this example being of equal size with no heterogeneity in
the simulated data. The pooled effect is shown in the bottom of the plot as
a diamond with the center of the diamond being the estimated intervention
effect and the horizontal ends its variability.

The trials included in a meta-analysis will often come from different pop-
ulations or have other underlying differences. This can cause heterogeneity in
the study-specific results. Inclusion and exclusion criteria, for the trials to be
included in the meta-analysis, are used to minimise the heterogeneity. How-
ever, it is often still expected and a random-effects model can be used instead of
the fixed-effect model to model this heterogeneity. The random-effects model
is fitted similarly to the fixed-effect model expect for the inclusion of a term
for the between-study variance, τ2, which is used in the weights. This changes
the formulae from equation (2.1) to:

θ̂R =
∑

k

yk · wR
k∑

k w
R
k

and var(θ̂R) =
1∑
k w

R
k

with wR
k =

1

τ2 + s2k
. (2.2)

Including τ2 in the weights increases the variance estimate of the pooled inter-
vention effect compared to the fixed-effect meta-analysis. It will shift some of
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Figure 2.1: Fixed-effect meta-analysis forest plot based on simulated data with-
out heterogeneity.
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Figure 2.2: Random-effects meta-analysis forest plot based on simulated data
with heterogeneity.

the weight from low variance trials to trials with a higher variance. This results
in the random-effects pooled intervention effect being influenced more by all
trial results compared to the fixed-effect pooled intervention effect. Figure 2.2
visualises a random-effects meta-analysis on a forest plot. The weights of both
the fixed-effect and the random-effects model are presented on the figure show-
ing that some of the weight from the trials with the most information shifts to
more variable trials in the random-effects meta-analysis compared to the fixed-
effect meta-analysis. The increased variability is also shown by comparing the
two diamonds, where the random-effects intervention effect diamond is wider
than the fixed-effect diamond.

The random-effects meta-analysis also differs from the fixed-effect meta-
analysis in assumptions and thus interpretation. The trials are no longer as-
sumed to estimate the same intervention effect. Instead it is assumed that all
trials have their own true intervention effect θk which comes from a distribu-
tion centred around a true average effect θ. Thus, the study-specific treatment
effects, yk ∼ N (θk, σ

2
k) where θk ∼ N (θ, τ2) with τ2 being the measure of the

between-trial variation.

Whether a fixed-effect or random-effects meta-analysis model is used can de-
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pend on several factors. In principle one can pre-specify the use of a fixed-effect
meta-analysis. In this scenario one assumes that all studies used will be almost
identical and that we want a common effect size representing just the popu-
lations represented in the trials that we will use for the meta-analysis. Oth-
ers might prefer to be more data-driven in their decision of choosing between
fixed-effect or random-effects models by testing whether or not heterogeneity
exists. This method is, however, problematic as we can have a poor precision
of the τ2 estimate. It is known that τ2 is underestimated when only having a
handful of trials included in the meta-analysis. Hence the strategy is at most
useful for concluding the presence of heterogeneity rather than concluding no
presence. Figure 2.2 compares a fixed-effect meta-analysis to a random-effects
meta-analysis. Both estimated pooled effects can be valid based on the de-
sired interpretation of the analysis. In this thesis we will not study the choice
between fixed effects and random effects meta-analysis in detail, but rather
we will consider new meta-analysis methodology within the context of these
two approaches. The next section introduces different methods for estimating
heterogeneity in meta-analysis.

Heterogeneity in meta-analysis

Heterogeneity can be quantified in a meta-analysis. The usual measure of
heterogeneity is τ̂2 which is calculated using the Q statistic defined as Q =∑

k wk · (θ̂k − θ̂)2 (Borenstein et al., 2009). This statistic is also known as
Cochran’s heterogeneity and quantifies the variability of the point estimates of
the trials relative to the variability of the trial results. A method to estimate
the heterogeneity τ2 is based on the Q statistic and defined by:

τ̂2 = max

(
0,

Q− (k − 1)∑
wk −∑w2

k/
∑

wk

)
.

The formula is a moment-estimator of τ2 and is often chosen for its simplicity.
It is based on the first moment of the Q statistic, E[Q], which depends on
τ2. As the formula was derived by DerSimonian and Laird (DerSimonian et
al., 1986), it is often called the DerSimonian-Laird estimate of heterogeneity.
One can plug-in the estimate of τ2 to calculate the weights in (2.2) used in
estimating the random-effects pooled estimate and associated variance. There
exist other methods for estimating τ2 using e.g. maximum likelihood estimation
or restricted maximum likelihood estimation (Seide et al., 2019).

To test for heterogeneity of the trials’ estimated effects, one can use that
the Q statistic under the null hypothesis of no heterogeneity will follow a χ2

distribution with degrees of freedom equal to K − 1 (Borenstein et al., 2009).
However the estimation of the between-trial variance and hence the Q statistic
is unstable for a small number of trials. For this reason there are multiple other
estimators for the variance of the pooled estimate been proposed. One example
is the Hartung-Knapp-Sidik-Jonkman (HKSJ) estimator defined as (IntHout
et al., 2014):

var(θ̂R) =
wR

k · (θ̂k − θ̂R)2

(k − 1)
∑

k w
R
k

.

This estimator of the variance of the pooled effect uses the same expression
for τ2 as before, hence the DerSimonian-Laird estimator. The estimate of the
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variance is based on a moment-estimator for the t-distribution instead of the
normal distribution. Hence when using the HKSJ adjustment, one assumes
the t distribution, θk ∼ t(θ, τ2, ν), where ν is the degrees of freedom equal to
the number of trials K minus 1. Methods to derive confidence intervals for
the estimate of τ2 have been created to express its uncertainty. Two of these
methods, Q-profile method and the Biggerstaff-Tweedle method (Viechtbauer,
2006; Biggerstaff et al., 1997), are used in the software package later presented
in this thesis.

To express heterogeneity on different scales, other metrics have been cre-
ated. Inconsistency I2 by Higgins et al. (2002) and diversity D2 by Wetterslev
et al. (2017) are two measures for quantifying the impact of between-trial vari-
ation on the total variance estimate of the pooled effect size. The measures are
both expressing the size of heterogeneity relative to the total size of variation
as a percentage. The total variation is a sum of the heterogeneity τ2 and the
within-study variability (sampling error). The two measures I2 and D2 are dif-
ferent as they have different estimates for the within-study variability. Defining
first inconsistency I2, a moment-based sampling error estimator is used for the
within-study variation, here denoted σ2

M :

I2 =
Q− (k − 1)

Q
=

τ2

τ2 + σ2
M

where σ2
M =

∑
wk(k − 1)

(
∑

wi)2 −
∑

w2
i

. (2.3)

Here σ2
M is called a “typical” within-study variance estimate. In comparison

diversity D2 calculates the proportion between the between-trial variance and
the total variance as:

D2 =
τ2

τ2 + σ2
D

where σ2
D =

τ2 · var(θ̂R)
var(θ̂R)− var(θ̂)

. (2.4)

HenceD2 is the exact estimated proportion between the between-trial variation
and the sum of variances (between and within trials).

Sample size estimation in meta-analysis

The research presented subsequently in this thesis contains theory involving
the needed number of participants to achieve a specific power in a given meta-
analysis. Power is the probability of rejecting the null hypothesis under the
assumption that the null hypothesis is false given a certain level of the inter-
vention effect. It depends on the size of the anticipated intervention effect,
its variance, the number of participants in the meta-analysis, and the testing
strategy. The desired level of power in a trial is therefore used as a design pa-
rameter to calculate the required number of participants. Many meta-analyses
will not have an a priori or posteriori sample size calculation, but when using
sequential methods, as is central to the methodology presented here, it will
be necessary. This section will review sample size estimation when the testing
strategy is to test the null hypothesis once. Chapter 5 describes sample size es-
timation for sequential meta-analysis where the null hypothesis is tested more
than once.

Sample size estimation can be carried out prior to the meta-analysis to
design meta-analyses with a specific level of power. Both power and sample
sizes are also sometimes calculated retrospectively to calculate the achieved
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power and, if necessary, the additional required participants to achieve the
desired level of power of an existing meta-analysis. Here we will focus on
methods for calculating the number of participants in a yet-to-be-conducted
meta-analysis.

We use the term required information size (RIS) for the required sample size
in a meta-analysis (Pogue et al., 1997; Wetterslev et al., 2008). The sample size
calculation can be performed using the usual formula for normally distributed
effects if one wishes to use a two-sided test with the fixed-effect meta-analysis
model (Pogue et al., 1997):

RIS = 4 · (z1−α/2 + z1−β)
2 · ν

θ2
. (2.5)

Here, RIS, required information size (sample size) can be split across the desired
number of trials included in the meta-analysis to achieve the desired level of
power. In the formula, zx is the xth quantile of the standard normal distribution
where α is the type-I-error and 1−β is the power. The formula can be used for
both continuous and binary outcomes. For continuous data, ν is the expected
variance and θ the expected mean average. For binary data will ν = pA ·(1−pA)
and θ = pI − pC , where pA = (pI + pC)/2 is an average of the expected
probabilities of event in the intervention group, denoted by pI , and the control
group, denoted by pC .

To account for heterogeneity in the sample size calculation Wetterslev et al.
(2017) presents two formulas based on the relative measures of heterogeneity
in the sample, I2 and D2:

RISI2 =
1

1− I2
· 4 · (z1−α/2 + zβ)

2 · ν

θ2
, and

RISD2 =
1

1−D2
· 4 · (z1−α/2 + zβ)

2 · ν

θ2
.

Both methods will increase the sample size relative to the size of I2 and D2.
As D2 ≥ I2, the sample size based on D2 will be equal to or larger than the
one based on I2. The method, Trial Sequential Analysis, uses the diversity-
adjusted required information size, which is abbreviated to DARIS (Thorlund
et al., 2011).

It was shown by Kulinskaya et al. (2013) that to achieve a given level
of power, it is not always sufficient to only let the sample size increase - a
minimum number of additional trials may also be required. Kulinskaya et al.
(2013) provides formulae for calculating the remaining number of participants
and the minimum number of additional trials in an already existing meta-
analysis to achieve a specific power. These formulae can be interpolated to
calculate the required number of participants and trials before observing any
data. Let θ be the intervention effect of interest, which has estimator θ̂ with
var(θ̂) its expected variance, τ2 the expected level of heterogeneity, α and β be
respectively the type-I and type-II-error rate and zx be the quantile from the
standard normal distribution at x. When using the Wald test, we have that:

θ√
var(θ̂)

= z1−α/2 + z1−β , where var(θ̂) =

(∑

k

1

2 · σ2
k/nk + τ2

)−1

.



2.2. META-ANALYSIS 11

As the expression of the right is bounded by the number of trials K, we will
be able to achieve the desired power, 1− β, when:

τ2 <
θ ·K

(
z1−α/2 + z1−β

)2 .

To achieve this we need to find a K for which the above inequality holds.
Given the equation a minimum number of trials K is needed but there is no
unique solution for K. In theory, one will have a well-powered meta-analysis
by letting K → ∞ which then affects the number of participants per trial nk,
where nk → 2. Finding the optimal K depends on whether one prioritises the
individual trial power or wishes to minimise the total sample size of all the
trials combined. The required number of participants per trial is calculated
by:

nk =
4 · σ2

θ·K
(z1−α/2+z1−β)

2 − τ2
.

Both the original formulas from Kulinskaya et al. (2013) and the ones just
presented are implemented in computational methodology presented later in
the thesis.





3. Subgroup meta-analysis

This chapter presents the rationale behind subgroup meta-analysis together
with some of the field’s most common methods. Each of these methods have
specific strengths and drawbacks, especially with respect to an important type
of confounding that can occur in subgroup meta-analysis, called ecological bias.
This type of bias is also known as aggregation bias (Riley et al., 2020). The
concept of ecological bias will be presented here along with important concepts
in subgroup meta-analysis. This chapter serves as an introduction to the first
piece of original research which is presented here as published in the paper:
“Linear Mixed Models for investigating effect modification in subgroup meta-
analysis” (Soerensen et al., 2023a).

3.1 Introduction

The effect of a treatment on a given outcome might vary between patient
groups. Some patients might experience a larger effect of an intervention,
whereas others might experience a smaller or no effect. Identifying differential
effect of treatment by group can provide patients with personalised treatment.
Thus, patients can receive better care by targeting the treatment to the group
of patients for whom the treatment is considered beneficial. A subgroup is
the name applied to a group of participants possessing a common profile. The
study sample is split into a collection of subgroups based on a characteristic
of the participants of the trial which either naturally, or by design, separates
the sample into nominal categories. These categories can be based on any
baseline patient characteristic, such as e.g. smoking status, sex, or age-group.
If there is differential intervention effects based on subgroup, the characteristic,
e.g. smoking status, defining the subgroup is called an effect modifier. From a
purely statistical perspective it is an interaction effect of the subgroup covariate
on the effect of intervention. Effect modification is visualised in Figure 3.1.
Figure 3.1 Panel 1) shows the relationship between the treatment A, outcome
Y and how this association is modified by subgroup G. The figure shows that
the allocation of treatment A is not dependent on subgroup G but that the
effect stemming from treatment A on outcome Y is modified by subgroup G.

Many randomised controlled trials (RCTs) will not have enough power to
investigate whether there is differential intervention effect based on subgroup.
Often, the main aim of an RCT is to show effect of intervention compared
to control on a more general population. For this reason subgroup effects are
likely to be investigated using meta-analysis, where one can combine multiple
studies to achieve an increase in power compared to analysing the subgroup
effects in a single study. A branch of meta-analysis is dedicated to methods

13
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1)
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A Y

2)

G S

A Y

Figure 3.1: Effect modification by subgroup G on the effect from treatment A
on outcome Y . Plot 1): Effect modification. Plot 2): Effect modification with
study-level confounding. S denotes study.

for investigating the effect of subgroup on the intervention effect and is called
subgroup meta-analysis. Besides identifying differences in invention effect, sub-
group meta-analysis can be used to investigate sources of heterogeneity in the
overall meta-analysis, which is a meta-analysis for the entire participant group.
Subgroup meta-analysis can aid in detecting whether heterogeneity stems from
specific participant groups.

To investigate presence of interaction effects on the intervention effect on
outcome usually one of three types of subgroup meta-analysis methods is used.
These are: interaction meta-analysis, subgroup specific meta-analysis, and
meta-regression. We have in Manuscript I proposed an additional method
for subgroup meta-analysis to handle shortcomings of the three methods. The
three usual methods are presented below, whereas our proposed model is pre-
sented in Manuscript I.

3.2 Methods for subgroup meta-analysis

Let yj,k be the estimated treatment effect in study k subgroup j, where k =
1, . . . ,K and j = 1, . . . , J . All methods presented in this chapter and in
Manuscript I use aggregate data, which is why we define yj,k on study level
and not on individual patient level. We are interested in the estimate of ∆j,j′

which is the difference in treatment effect between subgroup j and subgroup j′,
where j ̸= j′. We will consider the scenario where we only have two subgroups
for simplicity, thus we denote j = {1, 2} and ∆2,1 as ∆, the estimate of inter-
est. Besides a brief theoretical introduction of the methods, we will present the
three existing methods on toy-data graphically. In our toy-data, four studies
are simulated. Three studies investigate the effect of treatment on outcome for
two subgroups, the fourth study only investigates the effect of treatment on
outcome for one subgroup. The true effect modification was set to ∆ = −3 in
the simulated data. All studies and the subgroup specific treatment effects are
visualised using a forest plot in Figure 3.3. An introduction to forest plots was
given in Chapter 2.

The first method, interaction meta-analysis, estimates ∆ in a two-step pro-
cedure (Fisher et al., 2017; Fisher et al., 2011). First the difference in treatment
effect between the subgroups is calculated per study. We denote the difference
δk. Then, these study specific estimates are pooled in a meta-analysis as writ-
ten in (3.1). Here wk denotes the weight of study k where a common weighting
method is the inverse of the variance, in which case wk is reciprocal of the
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Figure 3.2: Interaction meta-analysis on three out of four toy-example studies.
The fourth study could not be included as it only included participants from
subgroup 1. MD stands for mean difference. A fixed-effect model is used for
the meta-analysis using inverse-variance weighting. The data is simulated with
no heterogeneity.

squared standard error:

δk = y1,k − y0,k,

∆̂ =
∑

k

δk · wk∑
k wk

. (3.1)

The method is visualised in Figure 3.2, where a fixed-effect meta-analysis is
used. The interaction meta-analysis will produce an unbiased estimate of the
within-patient effect modification, which is often the metric we are interested
in. We will discuss the concept of within-patient effect modification in the
next Subsection. A drawback of the method is the incapability to include
studies that do not have data on both subgroups of interest, which can cause
the representation in the subgroup meta-analysis to be limited. In terms of
heterogeneity, the interaction meta-analysis method can investigate whether
there is heterogeneity between the interaction effects.

The second method, the subgroup specific meta-analysis method, is also a
two-step procedure. In the first step, the two subgroups’ specific treatment
effects are pooled per subgroup which we denote below by δj in (3.2). Thus
two initial meta-analyses are created. In (3.2), wj,k is the weight specific to
the estimate of the subgroup specific treatment effect in subgroup j study k.
The second step calculates the difference of the two pooled estimates:

δj =
∑

k

yj,k · wj,k∑
k wj,k

, (3.2)

∆̂ = δ1 − δ0.

The method is visualised on a forest plot in Figure 3.3. Here fixed-effect models
are used to calculate two meta-analyses, one per subgroup. The effect modifica-
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Figure 3.3: Visualisation of subgroup specific meta-analysis. The weight col-
umn on the right contains both of the two meta-analyses, which are plotted
here on the same forest plot. MA1 stands for meta-analysis for subgroup 1,
MA2 for meta-analysis for subgroup 2 and EM for effect modification. The
sizes of the boxes are relative to the weight of the trial in the meta-analysis.
All studies are included in this method.

tion is then calculated as the difference. We find that the effect of the subgroup
on the treatment effect on outcome is similar to the estimated effect using inter-
action meta-analysis. A benefit of the subgroup-specific meta-analysis is that
it will include all studies. However, it will be affected by what is called eco-
logical bias, which is presented in the next Subsection. The subgroup-specific
meta-analysis can investigate the heterogeneity within each subgroup, as the
first step of the method is to fit two separate meta-analysis. Thus it can aid in
detecting whether heterogeneity is more present in one subgroup compared to
the other.

The last common method, meta-regression, models the study specific treat-
ment effect yk via a weighted regression of yk with the ecological level as an
independent variable. The ecological level is defined as the proportion of sub-
group level j = 1, pj=1,k as done in Fisher et al. (2017), leading to the model:

yk = b+ ∆̂ · pj=1,k + εk.

Here the effect modification is estimated as a slope parameter ∆̂ in the regres-
sion model, where b is the intercept and εk is the noise where εk ∼ N (0, 1).
The regression is usually weighted by the information, which is the inverse-
variance weights (see Chapter 2). The method is visualised in Figure 3.4. As
the method is not sensitive to studies where only one of the subgroups are
present, all studies can be used for meta-regression. Heterogeneity in this sce-
nario is estimated as the variance between the study intervention effects on the
entire study population. Thus it can not be used for investigating sources of
heterogeneity.
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Figure 3.4: Visualisation of meta-regression. The estimated effect modification
is printed on the right hand side of the plot with a 95% confidence interval and
p-value. The sizes of the points correspond to the weights which are almost
identical in this toy-example.

In the toy-example provided, the three methods gave almost similar es-
timates of the effect modification of subgroup. This is not always the case
as their sensitivity to ecological bias differs. Ecological bias, which is a key
concept in subgroup meta-analysis, is discussed in the next subsection.

Confounding in subgroup meta-analysis

When estimating effect modification by subgroup using the above methods, the
type of association estimated can differ depending on which method is chosen.
This can happen, as the three methods can, in theory, estimate different types
of associations between the subgroup and intervention effect. This is not based
on the data used, but rather on how the methods are constructed. For example
when using meta-regression, the estimated intervention effect will reflect the
association between the ecological-level of the subgroup, which is the proportion
of the subgroup, on the treatment effect on the outcome. In comparison the
interaction meta-analysis method will estimate the individual-level association.
The two types of association, ecological-level and individual-level, might be the
same but this is not always the case.

The two types of association can be clearly expressed via an example. Sup-
pose that we are interested in the effect of gender (the subgroup) on the effect
of having work experience for more than 10 years (the treatment) on salary (the
outcome). A source of the data could stem from different work-places (the stud-
ies) to estimate the potential effect modification of gender. For this research
question, we might use any of the three methods just presented. Based on the
different work places used, we will most likely have different prevalence of a
given gender, as certain fields of labour can be dominated by a specific gender.
An ecological-level association informs whether the size of the prevalence of a
gender across workplaces will influence the change in salary. An individual-level
effect modification informs whether there is a difference on the effect of work
experience on salary based on the individual’s gender, thus within a workplace
whether the gender will influence the change in salary. As the ecological-level
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of the subgroup is directly related to the specific study, the association is also
known as the study-level association. Figure 3.1 Panel 2) visualises this sce-
nario where the prevalence of subgroup can be different in the included studies
and the prevalence affects the outcome. Hence if the allocation of subgroup
G (gender) is dependent on study S (workplace) and S (workplace) affects Y
(the change in salary - path A to Y ), then we have ecological bias.

The meta-regression method uses the ecological level of the subgroup in its
model, which is why it is estimating an ecological-level association. In contrast
the interaction meta-analysis will target the individual-level association. This
is because, while the data used in the interaction meta-analysis may be aggre-
gated measures and not on individual scale, the effect of the ecological-level
on the subgroup effect is removed by using the differences in treatment effects
by subgroup within each study. The within-study differences are not affected
by the ecological level of the subgroup, as one compares the subgroups under
equal ecological levels. The third method, subgroup-specific meta-analysis, will
estimate a combination of the two associations.

It is often of interest to estimate the individual-level association in sub-
group meta-analysis. If the ecological-level association is fully explained by
the individual-level association then the three methods will provide the same
estimate. However, this is not always the case. Maybe for this reason is the
difference between ecological-level association and individual-level association
often called ecological bias. We are in Manuscript I interested in the individual-
level association and will consider ecological effects as a bias which we name
study-level confounding.

Provided with the concept of ecological bias, we can yet again compare
the three methods. As mentioned, the set of included studies can differ for
the three methods. Interaction meta-analysis can only include studies that
include all subgroups of interest. Meta-regression and subgroup-specific meta-
analysis does not have this requirement. For this reason, they might seem
to be the obvious choice of method. However, both the subgroup specific
meta-analysis and meta-regression are affected by the ecological level of the
subgroup (Fisher et al., 2017; Fisher et al., 2011). This is not a problem if
the purpose of the analysis is to have the interpretation of their estimate on
a ecological level. However, as said before it is more common to be interested
in what is called individual-level effect modification, and using meta-regression
or subgroup specific meta-analysis can be problematic for this purpose. In
Fisher et al. (2017), the recommendation is therefore only to use interaction
meta-analysis.

In Manuscript I, we propose a new method that builds on the idea of inter-
action meta-analysis but can include all studies and adjust for ecological bias.
The proposed method is based on linear mixed models. Using a linear mixed
model allows for modelling of both study specific random-effects and subgroup
specific random-effects which can be beneficial for investigating the sources of
heterogeneity in the study results. It further allows to adjust for ecological
bias. Linear mixed models have been used in other contexts of meta-analysis
for modelling individual participant data or modelling the heterogeneity in ag-
gregate data. While using a linear mixed model is rather new in subgroup
meta-analysis for aggregate data and offers a greater flexibility in terms of
modelling, the key contribution of the manuscript is its handling of ecological
bias and missing data. This chapter finalises the introduction to Manuscript I.



4. Trial Sequential Analysis

This chapter introduces Trial Sequential Analysis (TSA) which is a method in-
tended for type-I- and type-II-error control in a sequential meta-analysis. Both
Manuscript II and III are concerned with sequential meta-analyses and some of
the background theory for both manuscripts will be presented in this chapter.
A brief introduction to sequential meta-analysis will be presented first before
TSA is introduced. As TSA is an adaptation of group sequential methods for
clinical trials to meta-analysis, this chapter will include, and primary focus on,
the theory of group sequential methods for trials. While TSA is mostly relevant
for Manuscript II, some of the background theory for group sequential trials
is also used in Manuscript III. The chapter concludes with a section on how
group sequential methods for single trials and sequential meta-analysis can be
tied together and for which meta-analyses TSA may be used.

4.1 Sequential meta-analysis

We define a sequential meta-analysis to be a meta-analysis which is planned
to or has been updated over time. A common reason for updating a meta-
analysis is the publication of new trials happening after the preceding meta-
analyses. Updating the meta-analysis will provide up-to-date evidence and has
been recommended (Elliott et al., 2017). The sample size of the meta-analyses
will in most cases increase as new information is added. The opposite is also
possible, trials included in earlier meta-analyses may be removed from the
updated ones due to e.g. newly found risk of bias. This can cause the sample
size in the updated meta-analysis to decrease. In this thesis, we will primarily
consider sequential meta-analyses where all previous trials are included in the
updated meta-analysis. Thus scenarios where the sample size increases. Figure
4.1 depicts this scenario from both a sequential meta-analysis and sequential
trial point-of-view. The sequential meta-analysis perspective is described in
the parentheses. We will return to the figure in Section 4.2.

Updating the meta-analysis often includes repeating the null hypothesis
test on the updated data. This is known to increase the type-I-error (Armitage
et al., 1969), hence the p-value will be invalid and so will the accompany-
ing confidence interval. TSA is a method which tries to solve type-I- and
type-II-error problems in sequential meta-analyses by using group sequential
methods created for clinical trials. Other methods have been proposed to solve
the problems of invalid p-values and confidence intervals. Living Systematic
Review (LSR) is one such method or methodology, which removes decision
making from the sequential meta-analysis. This means that while the naively
calculated confidence intervals and p-values can be calculated as a part of a
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Figure 4.1: A visualization of the accumulating data in a group sequential trial.
Parentheses illustrate the meta-analysis perspective.

LSR, they are not meant to be used for any decision making (Simmonds et al.,
2017; Elliott et al., 2017). E-values and e-variable-based confidence intervals
is yet another method. Here e-values are used, abandoning the traditional p-
values and a game-theoretic interpretation is used instead of the frequentistic
(ter Schure et al., 2019). We wish to stick to the frequentistic methodology as
we want to investigate designs and to analyse type-I- and type-II-error rates.
TSA uses frequentistic methods where we will be able to evaluate these types
of errors.

It is worth noticing that there exist more methods than TSA aimed for
modelling sequential meta-analyses. Frequentistic sequential meta-analysis has
also been presented in Whitehead (2002) and Higgins et al. (2010). As TSA,
these methods use stopping boundaries inspired by group sequential methods
for trials. In the latter paper (Higgins et al., 2010), they further introduce how
to add uncertainty about the heterogeneity parameter τ2 in their sequential
procedure by including a prior distribution on the heterogeneity. Formal com-
parison of TSA to other methods is part of future research. The research goal
of Manuscript II is to be able to implement TSA in R.

Trial Sequential Analysis

TSA was created by Copenhagen Trial Unit as a software application written
in Java (Thorlund et al., 2011). The method tries to correct for the increase
in type-I-error by only considering a hypothesis test to be significant when
the test statistic crosses an adjusted threshold. Most often will the adjusted
testing thresholds be more conservative than the naive. The adjusted testing
thresholds are also known as stopping boundaries. The calculation of these
boundaries is similar to how stopping boundaries are calculated in group se-
quential trials. The following sections will present the theory by which TSA
calculates its stopping boundaries.
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4.2 Group sequential methods

The theory of group sequential trials is rather rich. To decrease the number of
pages of this PhD thesis, we will focus on the theory on which Manuscript II and
III depend the most. For Manuscript II, which is a software paper, everything
presented below is of relevance as all of it is implemented in the software. For
Manuscript III, it is primary the understanding of the joint distribution of the
sequence of test statistics which is of importance.

Introduction

Group sequential methods are originally intended for single experiments where
the conductor wishes to be able to stop the experiment early before reaching
the final sample size. Reasons for stopping early are e.g. if there are early
significant findings of superiority of the intervention compared to control. This
is achieved by testing the hypothesis of interest multiple times as the data
accumulates, but in a controlled manner that does not increase the risk of get-
ting a false-positive (Wald, 1947; Barnard, 1946). To control the type-I-error,
the null hypothesis is tested against adjusted testing thresholds depending on
the significance level of the trial. Suppose we have a trial that wants to test
their hypothesis H0 : θ = 0 three times; Twice before having collected of all
their data, and one last time when all data is collected if they fail to reject the
hypothesis at any of the earlier analyses. Here θ could be a mean difference or
the logarithm of an odds ratio. The analyses during the trial is called interim
analyses and the time of the final analysis is called end-of-trial. End-of-trial
will be when the sample size is reached for which the trial will have a set level
of power. The planned sample size required in a group sequential trial is larger
than the standard trial with no interim analyses which we shall see in Chapter
5.

For the three tests planned, we consider a set of the test statistics Z3 =
(Z1, Z2, Z3) if the trial runs all the way to end-of-trial. For a normally dis-
tributed outcome the test statistic could be Zk = θ · √Ik, where Ik = 1/σ2

k is
called the information for analysis k, k = 1, . . . , 3, with σ2

k being the variance
of θk. Hence, Zk is a cumulative test statistic. Each of these statistics can po-
tentially be calculated on a set of data, which we denote Dk. As the hypotheses
are tested in sequence, we have that D1 ⊂ D2 ⊂ D3. Figure 4.1 illustrates the
accumulating data of such a trial. Figure 4.1 can also be used to illustrate a
sequential meta-analysis. Suppose we have a meta-analysis with three planned
trials. When one trial is finished, a hypothesis test is conducted. If the hy-
pothesis is not rejected a second trial initiates and when finalised it is analysed
together with the first trial in a meta-analysis. This scenario is illustrated in
Figure 4.1 with the meta-analysis perspective written in parentheses.

Trials and meta-analyses might have very different reasons for having a se-
quential design. For trials, the main reason could be the expected reduction in
the duration of the trial due to the chance of stopping early. It might also be for
ethical reasons such that the patients get allocated to the most effective treat-
ment as early as possible. The majority of sequential meta-analyses conducted
do not have a pre-planned sequential design. However, for those that do, a rea-
son might be that the individual trials are not expected to have sufficient power
to reject the null hypothesis on their own. A sequential meta-analysis can then



22 CHAPTER 4. TRIAL SEQUENTIAL ANALYSIS

combine the trials as they finish to potentially gain power while being able to
reject the null hypothesis early at each update of the analysis. Early stopping
of a sequential meta-analysis can reduce the combined cost of running the ex-
periments as later trials do not need to be performed. Many meta-analyses are
conducted without any central coordination of when or which new trials are
set in motion. These decisions are taken by the local investigators. In these
situation it is most appropriate to view the meta-analysis as retrospective. We
will describe retrospective sequential meta-analyses in more detail at the end
of this chapter. The reason for considering a sequential design in this set-up
would often be to try to control the type-I-error when one believes that the
meta-analysis have been updated at several times.

We will in the next section present the joint distribution of the testing
sequence ZK . The joint distribution is used for creating the adjusted testing
thresholds to ensure that the sequential trials type-I-error will not increase
above the designed nominal level. Calculating testing thresholds is part of
the software package developed which is presented in Manuscript II. The joint
distribution can also be used for the calculation of point estimates which is
the focus of Manuscript III. We will start with presenting how to calculate the
testing thresholds before introducing how the joint distribution can be used for
inference in Chapter 6.

Calculating testing thresholds in sequential designs

To control the probability of making a false-positive (type-I-error), we test a
hypothesis at a specific test threshold related to the distribution of test statistic
most often under the null hypothesis. In the case of only having one hypothesis
test and assuming normality of the data, the test statistic could be the Z-score
which will be compared to a threshold b for which the following holds:

Pθ=0 (|Z| > b) = α.

Here α is the significance level and we test the null hypothesis H0 : θ = 0
against the two-sided alternative HA : θ ̸= 0 where θ is the intervention effect
of interest. We will in this thesis primarily consider two-sided tests. The
software package has methods for both one-sided and two-sided tests.

We consider now a sequential testing scheme. Thus, testing the same null
hypothesis more than once. Again using that H0 : θ = 0 is the hypothesis of
interest that we wish to reject, we let K be the number of times we plan to test
the hypothesis. The sequence of test statistics is then ZK = (Z1, Z2, . . . , ZK)
if we reach the final analysis. For the two-sided testing scenario we require a
set of upper and lower test thresholds. The set of boundaries which we denote
ak for the lower boundaries and bk for the upper are calculated to satisfy:

Pθ=0 (Zk ≤ ak or Zk ≥ bk for some k ∈ 1, . . . ,K) = α. (4.1)

Figure 4.2 shows an example of a set of upper and lower stopping boundaries
or testing thresholds, bk and ak respectively for k = 1, . . . , 3, which satisfy (4.1).
Here the α level is set to 0.05 with expected interim analyses at 50% and 75%
and the final analysis at 100% of the required information which we denote
by timing on the x-axis of the figure. Figure 4.2 shows, via the green arrows,
for which values of the test-statistics we will stop the trial due to rejection of
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Sequential Naive
Timing Upper Lower Upper Lower
0.5 2.96 -2.96 1.96 -1.96
0.75 2.36 -2.36 1.96 -1.96
1.0 2.01 2.01 1.96 -1.96

Type-I-error 0.05 0.097

Table 4.1: Stopping boundaries and type-I-error for a sequential and naive
testing scheme. The significance level was set to 5%.
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Figure 4.2: Stopping boundaries for a group sequential trial. The green arrows
indicate which values of the test statistic at the given analysis we reject the
null hypothesis. The yellow line indicate that we will stop the trial at the final
analysis where the conclusion is that the null hypothesis could not be rejected.

the null hypothesis. The yellow line also represent when we will stop the trial,
but without being able to reject the null hypothesis. Table 4.1 tabulates the
boundaries from the figure comparing these with naive testing boundaries. The
table also contains the type-I-error of both designs, where it is clear that the
naive testing scheme will have an inflated type-I-error.

For now we have defined information to be the inverse of the variance of
the estimate of intervention effect, but the information can also be depicted by
the sample size. For information described via the inverse of the variance, a
timing of 100% refers to the standard error reducing to the size for the trial
to reach the designed level of power. The same holds for when information
is described by sample size, a timing of 100% here translates to the sample
size reaching the required size for achieving the power designed for in the trial.
Given the potential multiple hypothesis tests, we can not allocate all of the
type-I-error to the first hypothesis test. Instead we will split the probability
of a false-positive between the planned interim analyses and the final analysis.
This is known as α-spending. Splitting the α across the potential K analyses
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Figure 4.3: α-spending using the Lan and DeMets’ version of O’Brien-Fleming
stopping function with a α level of 0.05. Here the timing of the analyses are
at 50%, 75% and 100% respectively.

can be described by:

α =

K∑

k=1

πk, where, (4.2)

πk = Pθ=0(a1 < Z1 < b1, . . . , ak−1 < Zk−1 < bk−1 and Zk ≤ ak or Zk ≥ bk).

A visualisation of α-spending is shown on Figure 4.3. It shows how the type-
I-error is split between three analyses planned at 50%, 75% and 100% of the
timing. The number of analyses and their timings can be customised to the
specific scenario at hand. The choice of number and analyses would typically
depend on the expected behaviour of the data generating process and other
factors.

To decide how much α is allocated at each analysis, one can use an error
spending function. On Figure 4.3, the Lan and DeMets’ version of the O’Brien-
Fleming error spending function is used which uses a conservative amount of
the type-I-error early in the trial to spend more at the end (Lan et al., 1983).
The type-I-error spend at each analysis is shown on the figure, using the π
notation from (4.2).

Distribution theory

The probability of crossing a boundary at the kth analysis is dependent on
all previous analyses not crossing their stopping boundaries. Thus, it is clear
from the formulation of πk in (4.2) that we are dealing with a joint probability
distribution of the test statistics where we do not have independence between
the potential K analysis times. Jennison et al. (1999) define a joint distribution
of the test statistics, which apply to many common testing scenarios using
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standardised test statistics:

(i) (Z1, . . . , ZK) is multivariate normal,

(ii) E(Zk) = θ
√
Ik, (4.3)

(ii) Cov(Zk, Zk+1) =
√
Ik/Ik+1.

We will use this multivariate distribution to calculate the boundaries aK =
(a1, . . . , aK) and bK = (b1, . . . , bK). As the distribution of Zk is dependent on
Zk−1, it makes the calculation of the boundaries cumbersome. Only the first
test is easily defined where under the assumption of a normal distribution and
having a two-sided test:

Z1 ∼ N (θ
√
I1, 1) and

π1 =

∫ a1

−∞
ϕ
(
z1 − θ

√
I1

)
dz1 +

∫ ∞

b1

ϕ
(
z1 − θ

√
I1

)
dz1 where

π1/2 =

∫ a1

−∞
ϕ
(
z1 − θ

√
I1

)
dz1 and π1/2 =

∫ ∞

b1

ϕ
(
z1 − θ

√
I1

)
dz1.

Here θ = 0. Knowing the value of π1, one can calculate the boundaries a1 and
b1 using the inverse cumulative distribution function of the normal distribution
under the null hypothesis θ = 0. However, when we consider k > 1, then the
probability expression from (4.2) turns into a multivariate integral:

πk =

∫ ∫
· · ·
∫

Sk

fk,θ(z1, z2, . . . , zk)dzkdzk−1 . . . dz1.

Here Sk = {Zj ∈ (aj , bj) for j = 1, . . . , k − 1 and Zk ≤ ak or Zk ≥ bk} is the
set of sample paths for Zk where the sequence of test statistics does not cross a
boundary before analysis k and fk,θ(z1, z2, . . . , zk) denotes the joint density up
to analysis k. Note that f1,θ(z1) = ϕ(z1 − θ

√
I1) with ϕ denoting the standard

normal distribution density function.
The joint distribution can be rephrased by utilising that Zk is only depen-

dent on Zk−1, thus the Markov property holds for the sequence of test statistics.
Using the distribution of the difference between two Z scores scaled by their
information squared, we find that the conditional distribution of Zk given Zk−1

is independent from Zk−2, . . . , Z1. Let ∆k = Ik − Ik−1. Then:

Zk

√
Ik − Zk−1

√
Ik−1 ∼ N (θ∆k,∆k).

Deriving Zk from the formula above, we can write the conditional distribution
of Zk given Zk−1 as:

Zk|zk−1 ∼ N ((θ∆k + zk−1

√
Ik−1)/

√
Ik,∆k/Ik).

Which is an easier distribution to work with and we rewrite the multivariate
integral as:

πk =

∫ ∫
· · ·
∫

Sk

f1,θ(z1)f2,θ(z2|z1) . . . fk,θ(zk|zk−1)dzkdzk−1 . . . dz1.
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By using the recursive formula by Armitage et al. (1969) as presented in Jenni-
son et al. (1999), we can instead for each analysis k compute the k−1 previous
integrals in turn. Let fk,θ(zk) be defined as:

fk,θ(zk) =

{
f1,θ(z1) for k = 1∫ bk−1

ak−1
fk−1,θ(zk−1)fk,θ(zk|zk−1)dzk−1 for k = 2, 3, . . .

Using the above formulation, we can calculate the boundaries ak and bk from:

πk =

∫ bk

ak

fk,θ(zk)dzk. (4.4)

This removes the multivariate integrals and changes the computation to consist
of k successive single integrals. To show how it works, we look at k = 2, where
we will use the conditional distribution of Z2:

f2,θ(z2|z1) =
√
I2√

2π∆2

exp

(
− (z2

√
I2 − z1

√
I1 − θ∆2)

2

2∆2

)
.

Under the two-sided test, we split the π2 in two to solve for one boundary at
a time. Here solving for b2, we get:

π2/2 =

∫ ∞

b2

f2,θ(z2)dz2

=

∫ b1

a1

∫ ∞

b2

f1,θ(z1)f2,θ(z2|z1)dz2dz1

=

∫ b1

a1

f1,θ(z1)Φ

(
θ∆2 + z1

√
I1 − b2

√
I2√

∆2

)
dz1,

which is an easier expression to solve for bk. The last line comes from calcu-
lating the last integral using symmetry of the cumulative distribution function
of the normal distribution Φ(x), where 1− Φ(x) = Φ(−x).

Raising the number of looks to k gives:

πk/2 =

∫ ∞

bk

fk,θ(zk)dzk

=

∫ bk−1

ak−1

∫ ∞

bk

fk−1,θ(zk−1)fk,θ(zk|zk−1)dzkdzk−1

=

∫ bk−1

ak−1

fk−1,θ(zk−1)Φ

(
θ∆k + zk−1

√
Ik−1 − bk

√
Ik√

∆k

)
dzk−1.

Hence calculating fk,θ(zk) can be done by calculating the previous k − 1 sub-
densities starting from f1,θ(z1) and continuing to fk,θ(zk). This is how we
calculate the stopping boundaries. Note that fk,θ(zk) for k = 1, . . . , k are
defined as sub-densities as each density is truncated by the stopping boundaries.
Their sample paths are defined by the set Sk previously defined as Sk = {Zj ∈
(aj , bj) for j = 1, . . . , k − 1 and Zk ≤ ak or Zk ≥ bk}.

That fk,θ(zk) is a sub-density is seen from Figure 4.4 and 4.5. Both figures
visualise the sub-densities at the first two interims of a group sequential trial
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with three planned analyses at respectively 50%, 75% and 100% of the timing.
Lan & DeMets’ version of Pocock error spending is used in both plots with a
type-I-error of 10% and a power of 90%. On Figure 4.4 is the intervention effect
set to the null effect, hence θ = 0. From the plots in Figure 4.4 it is shown that
the sub-density for interim 2 is different from interim 1 due to the conditioning
that one will only proceed to interim 2, if one did not stop in interim 1. Hence
the statistics closer to the null effect will be parsed on to interim 2. This causes
the sub-density of interim 2 to center more around the null effect as shown on
the last plot on Figure 4.4.

In Figure 4.5 there is a positive intervention effect, thus θ = δ, where δ is
set such that we have 90% power. The reader should notice that when using
Pocock-like error spending, the α-spend is constant over the interim analyses
as a function of the timing. Thus, a large proportion of the statistics under
θ = δ will cross the first boundary. This is shown on the top plot Figure 4.5.
The dependence of the first sub-density on the second sub-density is even more
clear in this scenario and is visualised on the last plot of Figure 4.5. Here
the sub-density of the second interim moves towards the null effect due to the
selection of continued statistics from the first interim. This last plot is also a
visualisation of why early stopped trials will tend to over-estimate the effect
whereas trials continuing to the last analysis will tend to under-estimate the
effect.

This was a rather long introduction to some of the theory behind group
sequential methods. The section focused on type-I-error control in a group
sequential design, but just as important is the type-II-error control which we
will touch more upon in the next chapter. We will finish this chapter by how
TSA uses group sequential methods for sequential meta-analysis.

4.3 Sequential meta-analysis using TSA

A sequential meta-analysis shares many of the same elements as a sequential
clinical trial. But where the sequential trial is a very controlled process, a
meta-analysis can be sequential in many ways with different levels of control of
the process. The benefit from using TSA will differ depending on the scenario
and control of the sequential meta-analysis. Different sequential meta-analysis
scenarios include:

• Sequential retrospective meta-analysis:

– Completely retrospective meta-analysis with no expected future up-
dates, but it has been updated in its lifetime

– Retrospective meta-analysis where trials could be added to be meta-
analysis in the future

– Retrospective meta-analysis where trials are planned be added to
be meta-analysis in the future

– Systematic living reviews

• Sequential prospective meta-analysis:

– Prospective meta-analyses with a sequential design
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Figure 4.4: Sub-densities of the first and second interim with θ = 0



4.3. SEQUENTIAL META-ANALYSIS USING TSA 29

0.0

0.1

0.2

0.3

0.4

-5.0 -2.5 0.0 2.5 5.0

z

su
b
d
e
n
si

ty

Event Continued Rejected the null

Subdensity of f 1θ(z1)

0.0

0.1

0.2

0.3

0.4

-5.0 -2.5 0.0 2.5 5.0

z

su
b
d
e
n
si

ty

Event Continued Rejected the null

Subdensity of f 2θ(z2)

0.0

0.1

0.2

0.3

0.4

-5.0 -2.5 0.0 2.5 5.0

z

va
lu

e
s

group First interim Second interim

Sub-densities for interim 1 and 2

Figure 4.5: Sub-densities of the first and second interim with θ = δ



30 CHAPTER 4. TRIAL SEQUENTIAL ANALYSIS

– Prospective meta-analyses without a sequential design but with planned
updates

Note that the list only contains scenarios where there is either an expected
or occurred update of the meta-analysis. We do not consider meta-analyses that
will never be expected to or considered to be updated in the future in this thesis.
The above list is split according to retrospective and prospective sequential
meta-analyses, a characteristic which we will shortly describe. How well TSA
is able to control for type-I- and type-II-errors is planned be investigated for
each of the scenarios presented above in future research.

Besides varying in the level of control, sequential meta-analyses also differ
from sequential trials in terms of planning. An initial power/sample size cal-
culation is always part of a sequential clinical trial, however, this is not always
the case for sequential meta-analysis. A sample size or similar is necessary for
using sequential methods as we need to define a definite stopping time and a
definition of timings of the trials. For this purpose TSA uses required informa-
tion size (RIS) and when heterogeneity is present it uses the diversity-adjusted
required information size (DARIS) as the sample size which we consider to
be the final analysis. Both RIS and DARIS were defined in Chapter 2. The
timing of the sequential meta-analyses is described as the proportion of partic-
ipants per meta-analyses out of the either RIS or DARIS in TSA. Using RIS or
DARIS, TSA has a definition of the timing and can calculate the boundaries by
setting the timing of the meta-analyses equal to the proportion of participants
in the meta-analysis out of the required sample size.

The sample size of the sequential meta-analysis can be calculated before the
conduct of the meta-analysis. This is the case for what is known as prospective
meta-analyses where the design of the meta-analysis is set, and thus the sample
size is calculated, prior the knowledge of any trial results (Seidler et al., 2019;
Thomas et al., 2023). Most sequential meta-analyses are retrospective which
means that the meta-analysis is calculated when already knowing the results
of some of the trials included and a pre-calculated sample size is not available.
The way TSA should be used is dependent on whether the meta-analysis is
prospective or retrospective. This is described in Manuscript II. We will also
see in Appendix B that the strength of the type-I-error control are different for
prospective and retrospective meta-analyses and whether there is presence of
heterogeneity or not.

When using sequential tests such as the ones we have just described, the
guarantee for type-I-error control seems only to be satisfied for sequential analy-
ses with complete control over the decision-making of whether the analysis stops
or continues and if there is no heterogeneity (see Appendix B). This is not often
possible with sequential meta-analysis. While being used for decision making
regarding changes in standard of care for example, reaching a conclusion on
the meta-analysis does not guarantee that the meta-analysis will not be up-
dated at a later point. Similarly does concluding that the meta-analysis should
continue not guarantee that new studies will be created. For this reason, most
users of TSA will benefit from using TSA for the sequential meta-analysis as a
sensitivity analysis. In this scenario TSA provides a perspective of the current
results given the present information such as heterogeneity from a sequential
test point of view. It can describe the current sequential meta-analysis’ power
and if an sequential test had been adopted from the beginning whether the
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current results can be considered statistically significant. Given the complex-
ity of sequential meta-analyses and its many potential versions, it might be
of interest for the user to create different simulations using TSA to see the
expected control of the type-I- and type-II-error given their unique data and
meta-analysis process. The package developed which we present in Manuscript
II can serve this.

We have in this section not touched much upon the topic of power. As
mentioned in the introduction to group sequential methods, the sample size
for sequential trials are often larger than the usual fixed-sample trial which is
determined by an adjustment factor. This adjustment factor depends on the
design of the sequential trial such as the chosen error spending function and the
timing of the planned analyses. The TSA software implemented in Java does
not adjust the sample size according to the sequential design. This has been
updated in the R version of TSA which we will present in the next chapter:
“Computational methods”. This chapter will introduce some of the compu-
tational challenges when translating and updating TSA to R which includes
adjusting the sample size.





5. Computational methods

This chapter will introduce Manuscript II, an R (R Core Team, 2020) imple-
mentation of the Trial Sequential Analysis (TSA) software originally imple-
mented in Java. As an introduction to the manuscript, we will start with a
section concerning type-II-error and futility boundaries. This is followed by a
section about some of the algorithms used in the software which concludes the
introduction to Manuscript II.

5.1 Type-II-error in group sequential designs

We wish control the level of false-positives and false-negatives for a sequential
analysis. Controlling type-I- and type-II-errors ensure that there is a small
probability of falsely rejecting the null under the null being true, and a large
probability for rejecting the null when the alternative is true. These criteria can
be formulated as follows in a one-analysis scenario, where β is the type-II-error:

1. Pθ=0 (|Z| > c) = α,

2. Pθ=δ (|Z| > c) = 1− β.

Here we, to be consistent with the previous chapter, continue to consider two-
sided tests. We extended the first criteria in the last chapter to sequential
trials and meta-analyses where we are exposed to potentially a sequence of test
statistics ZK where K is the planned number of analyses. Now, we will focus
on the latter criteria, concerning the power of the analysis and extend it to a
sequential testing scheme. Here, and for the code in the R implementation of
TSA, we will for all practical purposes have that:

Pθ=δ (|Z| > c) = Pθ=δ (Z > c) = 1− β, and,

Pθ=−δ (|Z| > c) = Pθ=−δ (Z < −c) = 1− β.

Thus, we assume that Pθ=−δ (Z > c) = Pθ=δ (Z < −c) = 0 as done in Jennison
et al. (1999).

In the sequential set-up we have the following expression of the power:

K∑

k=1

Pθ=δ(ai < Zi < bi for i = 1, . . . , k − 1 and Zk > bk). (5.1)

Here the set of upper and lower boundaries, aK and bK , have already been
calculated, when controlling for the type-I-error. Note that the expression
in (5.1) will most likely not equal the desired level of power, (1 − β). To
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get to the desired level, we adjust the information by an adjustment factor
R. This is always done in sequential trials to get the correct power. The
adjustment factor adjusts the timings of the analyses by scaling the information
from IK = (I1, . . . , IK) to R · IK . How it works can be shown via an example.
Consider the power for a sequential design with two planned analyses. Then
the adjustment factor will ensure that the sequential trial is well powered by
solving the following equation for a given value of β:

2∑

k=1

Pθ=δ(ai < Zi < bi for i = 1, . . . , k − 1 and Zk > bk, R) = 1− β,

Pθ=δ(Z1 > b1, R) + Pθ=δ(Z2 > b2|Z1 < b1, R) = 1− β,
∫ ∞

b1

f1,θ=δ(z1, R)dz1 +

∫ ∞

b2

f2,θ=δ(z2, R)dz2 = 1− β,

Φ(z1 − θ
√
R · I1)+

∫ b1

a1

f1,θ=δ(z1, R)Φ

(
θ∆2 ·R+ z1

√
I1 ·R− b2

√
I2 ·R√

∆2 ·R

)
dz1 = 1− β.

Using the adjustment factor changes to the sample size requirement. The fac-
tor’s size will dependent on the number of tests, the error spending function,
and the timing of the analyses, increasing as the number of planned analysis
increases. The adjustment factor is part of the R implementation of Trial Se-
quential Analysis (TSA), but was not included in the original TSA software. In
the scenario of a prospective sequential meta-analysis with a formal sequential
design, it makes sense that we would want our analysis to have the right power.
Hence, an adjustment factor R is in this scenario needed. In other scenarios,
where TSA is used more as a perspective or sensitivity analysis rather than
a primary design, it is still of interest to have the perspective of a sequential
design where both type-I-error and type-II-error are projected. The interpre-
tation and use of TSA under the different sequential meta-analyses scenarios
are discussed in Chapter 7.

Note that for trials with only a few analyses, the adjustment factor will
be close to 1. However, this changes when futility boundaries are introduced.
Another feature which is part of the RTSA package, but not included in the
original software, is binding futility boundaries. Futility boundaries will be
introduced in the next section.

Futility boundaries

So far we have defined boundaries created for rejecting the null hypothesis in
a sequential test. Another common set of boundaries to consider are futility
boundaries. This type of boundary defines the values in the sample paths
of ZK where continuing the analysis for rejection of the null hypothesis is
futile. Figure 5.1 shows two examples of futility boundaries together with
the boundaries for rejecting the null hypothesis. As before the yellow lines
define for which values we would stop the analysis with the conclusion that
the null hypothesis could not be rejected. We define the boundaries dK =
(d1, . . . , dK) and cK = (c1, . . . , cK) to be respectively the upper and lower
futility boundaries in a two-sided design. For a one-sided design, only dK will
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Figure 5.1: Group sequential designs with futility boundaries. The upper plot
visualises non-binding futility boundaries shown with dashed lines.

be calculated. Figure 5.1 also shows, indirectly, the adjustment factors for the
designs on the x-axis. For the upper plot an adjustment factor of R = 1.08
is required. Thus, 8% more information is required compared to a similar
analysis designed with only one analysis planned. How strict these futility
stopping boundaries should be enforced depends on whether one chooses to
use non-binding or binding futility boundaries. We start with defining the
non-binding futility boundaries.

Using non-binding futility boundaries, entering the futility area does not
imply that the analysis necessarily needs to stop. Figure 5.1 upper plot is a
sequential design with non-binding futility boundaries. This means that the
trialist or meta-analyst can decide whether to continue to the next planned
analysis or stop. Under such a flexible testing regime it is still of interest to
ensure that the type-I-error does not increase and that the power does not
decrease. This is achieved by first setting the control of the type-I-error as if
one will never stop for futility. Then, the control of the type-II-error, adjusted
by R, should be set as if one would always stop for futility. These two steps
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Not stopping for futility Always stopping for futility
Type-I-error 5% 4.6%
Type-II-error 8% 10%

Table 5.1: Probability of type-I- and type-II-errors in a sequential design with
non-binding futility boundaries. The design was based on a type-I-error of 5 %
and a type-II-error of 10 % and three planned analysis at 50%, 75% and 100%
of the timing.

keep the α-spending stopping boundaries at the same level as in the scenario
with no futility boundaries. However, the adjustment factor R will be larger
than the design without futility boundaries. The reason being that if the
trialist will always stop for futility, we need a larger sample size. Table 5.1
shows the control of the type-I- type-II-error given the two extremes that one
would always stop or never stop if entering the futility area when the futility
boundaries are non-binding. In each case the probability of these types of
errors is less than or equal to the nominal set levels.

Futility boundaries can also be designed as binding. This means that when
the test statistic enters the futility area, the analysis must be stopped. Binding
futility changes the null rejection stopping boundaries, hence the boundaries
bK and aK change. The reason is that the risk of making a type-I-error de-
creases as one one will stop for futility if the futility area is entered. Thus the
null rejection stopping boundaries will reduce compared to the design without
futility boundaries and the design with non-binding futility boundaries. Figure
5.1 lower plot shows a design with binding futility boundaries. Besides reducing
the testing thresholds for the null rejection boundaries, binding futility designs
also requires a smaller sample size compared to the non-binding futility design,
which is seen by comparing the x-axes of the two plots in Figure 5.1. The
requirement of the analysis to stop when reaching the futility area might be
too restrictive for retrospective meta-analyses where there is no guarantee that
new studies are not initiated and later added to the meta-analysis.

The calculation of the futility boundaries are closely related to the calcu-
lation of the null rejecting boundaries. As stopping the analysis for futility
is based on the type-II-error instead of type-I-error, futility boundaries are
often called β-spending boundaries whereas the null rejection boundaries are
called α-spending boundaries. In the same way as α-splitting, presented in the
previous chapter, we can split the β across the planned analyses. Thus,

β =

K∑

k=1

πβ
k where,

πβ
k = Pθ=δ(d1 < Z1 < b1, . . . , dk < Zk < bk).

For the α-splitting, if we have a two-sided test, the value of πk was split in
two. This is not the case for the β-spending. For the two-sided design will the
futility boundaries be calculated such that there is 1 − β level probability of
being above bK for θ = δ and 1 − β level probability of being below aK for
θ = −δ. To have a cohesive test, the last β spending boundaries must equal
the last α spending boundaries, hence cK = aK and dK = bK in the two-sided
design. Thus, the final analysis K will always be conclusive. Computing the
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Figure 5.2: Group sequential designs with futility boundaries. If the infor-
mation is not adjusted, the futility boundaries will not meet the α-spending
boundaries.

boundaries naively will results in dK ̸= bK as shown in Figure 5.2. How to
achieve bK = dK is described in the Computational methods section coming
up.

The reader should note that the calculation and programming of two-sided
binding futility boundaries was a contribution by this thesis. While there
was no R packages for sequential meta-analysis before RTSA, there exist R
packages for group sequential methods for trials such as the gsDesign package
(Anderson, 2022) and the RPACT package (Wassmer et al., 2022) which include
designs with similar stopping boundaries. However, either these do not include
two-sided binding futility boundaries or the functions are under development.
One reason for this is that group sequential trials are often one-sided and it is
becoming the norm to use non-binding futility boundaries. However, used for
meta-analysis, it might be of interest to have binding futility boundaries as the
role of the meta-analysis is often to illustrate the current evidence.

5.2 Computational methods

For now we have presented primarily theoretical results. This section is going
to describe how some of the methods presented were practically implemented
in the RTSA package (Soerensen et al., 2023b). As the package consists of
approximately 5500 lines of code, we are going to spare the readers and only
present a short summary of the key elements of the implementation.

Numerical integration

The calculation of the boundaries, both α and β spending required evaluating
integrals of sub-densities. There are many different ways to solve integrals nu-
merically. In the original TSA software, the trapezoidal rule for calculating the
integrals was used. In the RTSA implementation, this changed to Simpson’s
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rule as described in Jennison et al. (1999). There were two reasons for chang-
ing from the trapezoidal rule to Simpson’s rule. The first being that other
boundary calculating packages in R used Simpson’s rule and it would then
be easier to compare the results of the RTSA package to the other packages
for error/quality control. The second reason is that the method is based on
quadratic interpolation which is known to generally perform better than the
trapezoidal rule which is based on linear approximation. The numerical inte-
gration is programmed in C++ to reduce the computation time.

Algorithm 1: Boundary and adjustment factor calculation for a two-
sided designs

initialisation
input: Specify α, β, whether the test is one- or two-sided, error

spending functions for α- and potentially β-spending, choice of
futility boundaries (none, non-binding or binding), and
planned timings of the analyses.

begin
Based on the input calculate the α-spending boundaries bK and
aK . if futility is set to none then

Calculate R based on bK , aK , β and IK
else

if futility is set to non-binding then
1. Calculate dK

2. Warp the information such that dK = bK
3. Remove boundaries where dK < 0 and re-calculate dK

4. Warp the information such that dK = bK
5. Using the warping factor as R, re-calculate dK and set
−dK = cK

if futility is set to binding then
1. Calculate dK

2. Re-calculate bK conditional on dK

3. Warp the information such that dK = bK
4. Remove boundaries where dK < 0 and re-calculate dK

5. Warp the information such that dK = bK
6. Using the warping factor as R, re-calculate dK

7. Calculate the estimated type-I-error α̂
while |α̂− α| > tol do

7.a. Redo step 1 to 7 to update bK , dK and α̂

8. Set the warping factor to R and set cK = −dK and
aK = −bK

Return aK , bK , cK ,dK and R

Complete design

To derive a complete design with both α- and β-spending boundaries with
both the type-I- and type-II-error under control, a specific ordering of the
calculations is required. We show this ordering in Algorithm 1 describing a
condensed version of how the two-sided boundaries with and without futility
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boundaries are calculated. Just as in the scenario with no futility boundaries,
we need to increase the sample size for reaching the right power. By increasing
the timings of the designs, we are also able to make the boundaries meet as
increasing the sample size will push the futility boundaries away from the null
and closer to the α-spending boundaries. Setting the last futility boundary
equal to the last futility α-spending warps the information scale. This warp
scale is equal to the adjustment factor. The full algorithm can be seen above.

Testing

Like any software implementation, testing was the largest part of the work. Ini-
tially the goal of the testing was to ensure that the R implementation of TSA
was in fact equal to the original TSA implementation. The first implementa-
tion started by using the TSA manual (Thorlund et al., 2011), where methods
for meta-analysis and sample size calculation was coded from scratch but meth-
ods for calculating the boundaries used existing software in R, specifically the
gsDesign (Anderson, 2022) package. The result of several meta-analyses anal-
ysed using TSA was then compared to the R implementation. Here it was
found early on that the R implementation did not match the original software
in terms of the boundaries, while the meta-analysis result was identical.

To resolve this issue of the mismatch between the boundaries, the solution
ended up being a direct translation of the boundary calculating methods in
TSA from Java to R. Hence the Java source code was translated to R and
C++. This provided complete clarity of the methods used in TSA and it
was possible to perfectly match the original software using circa 10 examples
both the meta-analysis results and calculated boundaries. The translation also
verified the following:

• The TSA futility boundaries were non-binding futility boundaries which
was not clear until the translation.

• Sample sizes are only adjusted according to presence of heterogeneity but
not by the sequential design.

• One-sided futility boundaries are implemented as two-sided futility bound-
aries.

Based on the findings, it was decided that the R implementation should,
rather than replicate the original software, try to implement an updated ver-
sion which followed the methods described in Jennison et al. (1999) chapter 19.
The methods was implemented without the usage of other boundary calculat-
ing packages in R. However as some of these packages uses the same methodol-
ogy for the calculation of boundaries, the boundary calculations where tested
against gsDesign (Anderson, 2022) and RPACT (Wassmer et al., 2022).

5.3 Final remarks on the package

This thesis has been mostly concerned with the boundary calculations imple-
mented in the RTSA package. However, as the original TSA software it also
contains methods for meta-analysis and sample size estimation. These methods
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were extended in the RTSA implementation to include a larger library of meth-
ods. Most of the methods were described in the documentation such as in the
RTSA manual (see Appendix A) and via the package vignettes (https://cran.r-
project.org/web/packages/RTSA/index.html).

The original objective for the implementation of the package was to be able
to compare TSA to other sequential methods in terms of type-I- and type-II-
error control. While this is part of future work some initial results concerning
only TSA is presented in Appendix B.

Note that the package also includes methods for calculating inference. Due
to the sequential structure, naively calculated estimates, confidence intervals
and p-values are invalid. The RTSA package has implemented TSA-adjusted
confidence intervals, stage-wise adjusted confidence intervals and p-values, and
the median unbiased estimator. For information about these methods, see the
next Chapter 6. With these final remarks we conclude the introduction to
Manuscript II. The next chapter will introduce Manuscript III.

https://cran.r-project.org/web/packages/RTSA/index.html
https://cran.r-project.org/web/packages/RTSA/index.html


6. Sequential conditional bias

The previous two chapters have focused on the design of a sequential testing
regime. This chapter will focus on the analysis of sequential data. We will
both consider sequential data with and without a formal sequential testing
regime. We will focus on how to carry out inference which we consider here
to be point estimates, confidence intervals, and p-values. The chapter will end
with a section concerning conditional bias due to decision making, a type of
bias which can happen in sequential meta-analysis. This topic is the focus of
Manuscript III.

6.1 Context

Before we present the background for Manuscript III, we specify what kind
of updated meta-analyses we will be considering later in this chapter and in
Manuscript III. We are the context of updated meta-analyses which we also
call sequential meta-analysis here with no formal requirement of a sequential
testing regime. This means that we consider analyses (trials or meta-analyses)
that are updated with new trials in their lifetime (a meta-analysis). Specifi-
cally, we investigate scenarios where the new trials are motivated by the result
of a previous underpowered meta-analysis or trial from which no conclusion
was drawn but the initial results are promising. Here promising refers to the
observed test statistic of the previous analysis being in the direction of ben-
efit of intervention. We are especially interested in the point estimate in the
updated meta-analysis under this decision scheme, as the considered continua-
tion mechanism can results in a type of sequential conditional bias of the point
estimate of the updated meta-analysis.

Group sequential trials have created adjustment estimators to adjust for the
effect the group sequential design on the point estimate in a group sequential
trial. We will in the following section describe how the bias occur in a group
sequential trial along with different solutions to this problem. The chapter
ends with a introduction to how we might coerce some of the solutions from
the group sequential trial setting to our scenario, the updated meta-analysis.
It further includes one of the motivations for the research in Manuscript III;
the conclusive updated meta-analysis for investigating the effect of early versus
delayed cord-clamping on pre-term delivery babies’ risk of in-hospital mortality
(Fogarty et al., 2018).

41
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6.2 Analysis of sequential data for sequential trials

Consider the scenario where we have a continuously updated trial where we
stop when significance is shown or when we reach a sample size for which we
achieve the wanted power. When no group sequential testing scheme is used,
we may have biased and invalid inference if the inference is calculated naively.
Here invalid means that the usual interpretation of the p-value is invalid and
confidence intervals do not have desired coverage probability. That the inter-
pretation of the p-value is invalid was seen in Chapter 4 where it was discussed
how repeating a hypothesis test will increase the type-I-error above the nomi-
nal level, see Table 4.1 for an example. Thus, when analysing sequential data
naively without a sequential testing scheme, the interpretation of naively com-
puted p-values is invalid. Due to the relationship between confidence intervals
and p-values, the interpretation of the naive confidence interval will also be
invalid (Armitage et al., 1969; Jennison et al., 1984). Also, if the continuation
of the analysis depends on whether the test statistic crosses a testing thresh-
old, the point estimate will be biased. This is because the sampling path of
the point estimate of sequential analyses is not normally distributed condi-
tional on crossing a testing threshold. This was visualised in Figure 4.5 for the
test statistic, which is highly related to the size of point estimate. Hence for
analysing sequential data, the naively calculated metrics of inference are most
likely invalid and biased.

Still considering the scenario where we have sequential data, but now using
a group sequential testing scheme, we may still have biased and invalid inference
if the inference is calculated naively. While the type-I-error, in connection to
the decision making of whether the null hypothesis is rejected, is controlled to
its nominal level, the naively calculated p-value itself is still invalid. This is
again due to the non-normal sampling path of the test statistics. This is clear
from the calculation of the p-value. Consider the usual definition of the p-value
for the two-sided design:

2 · Pθ=0(Z ≥ z),

where z is the observed test statistic and Z is the Z-score in the standard
normal distribution. This definition does not take into account the sequential
testing sample path. For this reason another definition has been used in the
sequential setting:

2 · Pθ=0((Z, t
∗) ≥ (z, t)), (6.1)

where we now are considering a set containing the Z-score but also the actual
stopping time t. Here t∗ defines the optional stopping times. Now considering
a set instead of a single value, we will need to define rules for which (Z, t∗) ≥
(z, t). There is a variety of such orderings. We will here only present what
is known as the stage-wise ordering (Armitage, 1957). Here we have that
(Z, t∗) ≥ (z, t) for:

• t∗ = t and Z ≥ z,

• t∗ < t and Z ≥ b{t∗<t},

• t∗ > t and z ≤ a{t∗>t}.
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Suppose a sequential analysis stops at the second interim (t = 2) crossing
the upper stopping boundary b2 with the observed test statistic z2. In this
scenario the following sets will be taken as more extreme following the stage-
wise ordering:

• t∗ = 2 and Z ≥ z2,

• t∗ < 2 and Z ≥ b1.

The last general rule does not apply in this scenario since z2 > a{t∗>t} for
t = 2. As we can compute the probabilities for each element of the ordering,
we can now compute p-values, confidence intervals and point estimates which
are valid. Starting with the p-value, we have already defined the upper p-value
in (6.1). By upper, we refer to the case where the upper boundary was crossed.
In the scenario of crossing the lower boundary, the same p-value can be used
for the two-sided test due to symmetry. To compute the confidence intervals,
we can invert the hypothesis tests such that:

PθU ((Z, t
∗) ≥ (z, t)) = PθL((Z, t

∗) ≤ (z, t)) = α/2,

using the notation from Jennison et al. (1999), where θL and θU are respectively
the lower and upper interval limits for the intervention effect θ. Thus we also
have a way to calculate the confidence limits. A similar computation can be
done to find the median unbiased estimate, denoted θ∗ below, which is found
via:

Pθ∗((Z, t∗) ≥ (z, t)) = 0.5.

Stage-wise confidence intervals, p-values, and the median-unbiased point esti-
mate are implemented in the RTSA package (Soerensen et al., 2023b). There
are other types of orderings to consider when computing the inference. These
and the stage-wise ordering can only be computed when the analysis stops,
thus when a boundary is crossed at interim or at end-of-trial.

In Jennison et al. (1984) the goal was to provide an interval which could
be used at any stage in the sequential design and not just when crossing a
stopping boundary. They created another way to compute intervals for the
point estimate using what is known as repeated confidence intervals (Jennison
et al., 1984). The repeated confidence intervals are created such that the
coverage is guaranteed for the sequence of confidence intervals:

Pθ(θ ∈ Ik for all k = 1, . . . ,K) = 1− α for all θ.

The guarantee for the sequence affects the coverage of the single interval. The
single interval will be wider, thus more conservative. The repeated confidence
intervals are implemented in the RTSA package (Soerensen et al., 2023b) but
described as TSA-adjusted confidence intervals to be consistent with the nam-
ing in the original TSA software (Thorlund et al., 2011).

Conditional point estimates

We will now focus on the point estimate in a sequential analysis which is the
topic in Manuscript III. As we will be focused on the bias of the point estimate,
theory about the distribution of the point estimate is required.
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As in Jennison et al. (1999), the sample density of the point estimate is
defined as:

K∑

k=1

fk,θ(zk)
√
Ik, with expectation, Eθ(θ̂) =

K∑

k=1

∫

Sk

z√
Ik

fk,θ(zk)dz,

where Sk defines the continuation region for Z1, . . . , Zk−1 and that Zk /∈ (ak, bk)
defining at what stage the analysis stopped. Consider the naively calculated
point estimate which we denote θ̂. From the above section we know that this
estimate is biased. To adjust the point estimate for bias, one option is to
calculate the marginal or unconditional bias adjustment which is defined as:

θ̃ = θ̂ − b(θ̂)

b(θ̂) = Eθ(θ̂)− θ.

Here b(θ̂) is the bias of the observed point estimate. As it is not possible to
know the true value θ, the adjusted estimate θ̃ is calculated via solving the
following equation:

0 = Eθ̃(θ̂)− θ̃,

where θ̃ is then the adjusted estimate of θ. Notice that the stage-wise adjusted
point estimator is another type of unconditional estimator of the intervention
effect.

Now, the estimator just presented does not condition on the stopping time,
which is known to influence the size and direction of the bias (Fan et al., 2004).
To adjust for the stopping stage, conditional estimators can be used which will
solve:

0 = Eθ̄(θ̂|t∗)− θ̄. (6.2)

For this case, it has been found that θ̄ can be estimated by maximising the
conditional log-likelihood (Liu et al., 2004):

lk,θ(z1, . . . , zk|t = k) = log(fk,θ(z1, . . . , zk|t = k))

= log(fk,θ(z1, . . . , zk))− log(Pθ(t = k)).

Thus, θ̄ = maxθ lk,θ(z1, . . . , zk|t = k) as θ̄ = θ̂ −
∫
Sk
(θ̂ − θ)Pθ(t = k)dθ. Using

the conditional estimator, the adjusted point estimate will be conditionally
unbiased. The conditional estimator is used in Manuscript III.

To summarise the conclusions so far, the point estimate will be biased in
a group sequential testing regime as a consequence of the stopping boundaries
which is a purely design-affected bias if calculated naively. The conditional
estimator adjusts the point estimate to provide a conditional unbiased estimate.
Thus, we have an unbiased estimate in a sequential analysis, if the decision
to continue the analysis strictly follows the design. The focus in Manuscript
III is a scenario where this is not the case. Shifting our attention to bias
stemming from the data used in the analysis is presented in the next section.
Before this, we comment that this section only looked at inference expressed
via point estimates, confidence intervals, and p-values. There are other types
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of inference that can be computed, which include Bayesian metrics of inference
such as credible intervals (Spence et al., 2016) or inference arising from game-
theory such as e-values and anytime-valid confidence intervals computed from
e-variables (ter Schure et al., 2019). Comparison with these types of inferential
measures was not part of this thesis.

6.3 Conditional bias due to decision making

When deciding whether to conduct new research it is common to look at sim-
ilar earlier conducted trials for evidence that one’s research ideas are worth
investigating and that additional research is required. Based on the evidence,
the decision to conduct a new trial can be based on whether the evidence
looks promising, such as pointing in the direction of interest or the point es-
timate might be larger or equal to than some minimal clinical difference. If
the evidence is insignificant, more information may be needed and may justify
new trials. This was the case for the Australian Placental Transfusion Study
(APTS) (Tarnow-Mordi et al., 2017) and the LIFT study (Tarnow-Mordi et
al., 2020). Both trials were motivated by pre-existing meta-analyses and were
then combined in each their meta-analysis with the evidence used for justifying
them. This type of dependence on the results of earlier evidence can lead to
bias if the new trial will be combined with the earlier evidence (Kulinskaya
et al., 2015). It can be thought of as a kind of selection bias. While the new
trial will not be biased, the cumulative set of trials (old and new) might be
since the decision to “continue” the analysis was dependent on the sign of the
test statistic or the size of the point estimate from the previous trials. Figure
6.1 shows an illustration of this problem under the assumption of no true in-
tervention effect. In the figure, the top plot illustrates a distribution of point
estimates under the null hypothesis and decision rules stating when the anal-
ysis will continue with the addition of a new trial based on a range of values
of the observed z-score. The bottom plot illustrates the point estimate of the
continued analysis where the old and new information is combined. Here the
new information is also simulated under the null hypothesis being true. From
this example we see that the point estimate will be skewed towards a larger ef-
fect based on the decision rules. This, how the second analysis becomes biased
due to the decision to continue based on promising but non-significant earlier
results. Furthermore, it is important to note that the first analysis was not
biased, it was the selection mechanism that creates the bias.

The size of this problem has been previously investigated. Kulinskaya et al.
(2015) investigate the bias of the point estimate of an updated meta-analysis,
where the probability to continue a meta-analysis is positively correlated with
the size of the earlier point estimate. This was found to lead to an increase
in bias in the updated meta-analysis. They named the scenario sequential
decision bias and emphasised the problem by investigating the bias as a function
of the size of the earlier point estimate. The paper did however not provide
any solutions to the problem. ter Schure et al. (2019) also look into the this
problem and defines a term called Accumulation Bias. Similar to how we view
the problem, ter Schure states accumulation bias to be a result of: “some
studies or meta-analyses not being performed at all, as a result of previous
findings in a series of studies.” (ter Schure et al., 2019). Which is the same
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Figure 6.1: Visualisation of the potential impact of sequential selection bias
when only promising non-significant studies are continued and updated with
new information. The dashed line represent the true value of the effect estimate
which is 0.

problem as we identify but seen from the perspective of the trials not continued
due to some decision process stemming from the results from current evidence.
ter Schure et al. (2019) do not focus on adjusting the bias it rather recommends
to adopt another paradigm named the “ALL-IN” approach. The research goal
of Manuscript III is specific to the adjustment of the point estimate and we
want to see whether we can adjust for the bias without changing to a new
statistical paradigm. The method we will propose in Manuscript III will create
an unbiased estimate in a sequential meta-analysis using an adapted version
of the conditional estimators just presented for group sequential trials. To
introduce Manuscript III we will look at one of the motivations for the paper
in more depth and using that example provide a more formal definition of the
set-up and scenarios we are investigating a solution to.
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Motivation and set-up for Manuscript III

Early versus delayed cord clamping

In 2012, a Cochrane review was released investigating the effect of delayed
versus early cord clamping on in-hospital death in pre-term newborns. The
review showed an in-significant reduction in in-hospital mortality, favouring
the delayed cord clamping over early cord clamping (Rabe et al., 2012). Based
especially on this review, a justification paper was published for the Australian
Placental Transfusion Study (APTS) a large randomised controlled trial in-
vestigating the effect of delayed vs early cord clamping on pre-term newborns
mortality (Tarnow-Mordi et al., 2014; Tarnow-Mordi et al., 2017). The study
did not manage to prove a significant reduction in in-hospital mortality but
did show promising results of delayed cord clamping over early cord clamping
as the Cochrane review did.

A later meta-analysis also had the aim of evaluating the effect of delayed
cord clamping vs early cord clamping (Fogarty et al., 2018). It combined the
two sources of evidence by updating the Cochrane review with APTS (Fogarty
et al., 2018). Combining the two showed a significant reduction in in-hospital
mortality of pre-term newborns under the intervention of delayed cord clamp-
ing versus early cord clamping. The result was a relative risk of 0.71 with 95%
CI (0.53; 0.95) and a p-value of 0.02. This result could be influenced by the
decision to continue the Cochrane review based on its promising results and
that it was underpowered (Tarnow-Mordi et al., 2014). While the result of
APTS itself is unbiased, the decision to create it was influenced by the results
of the Cochrane review. Had the Cochrane review not shown a tendency to-
wards benefit of delayed cord clamping (the intervention), it seems unlikely that
APTS would have been initiated as it would be more likely that one wanted to
stick to the standard-of-care (early to no cord clamping). Furthermore, as it
was also noted in the justification paper of APTS, the decision to contribute
with a large RCT was also based on the power/imprecision of the Cochrane
review (Tarnow-Mordi et al., 2017). This means that had the conclusion of the
Cochrane review been significant, the initiation of APTS was not considered
as needed.

To update a meta-analysis simply because it lacks power does not induce
bias of the point estimate in the updated meta-analysis. However, this is not
true under a conditional updating scheme, where an update would only have
been initiated due the observed results pointing in a certain direction. This
does not mean that one should necessarily remove the early evidence from the
meta-analysis. If there is no concern about the quality of the earlier evidence,
it might be difficult to argue that one should remove these RCTs from ones
updated meta-analysis. Furthermore, the bias does, in our scenario, not stem
from bias from the previous meta-analysis. The bias comes from the decision-
process and this point can be illustrated by re-visiting Figure 6.1. The top
plot in this figure shows an unbiased sample of test statistics under the null
hypothesis of θ = 0. None of these samples are biased, they are simply samples.
However, once the decision to continue only those which points in favour of the
intervention, we create a mechanism that will push the point estimate of the
updated meta-analysis towards an untrue larger effect (bottom plot on Figure
6.1) even when the new evidence is not biased.
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Manuscript III aims to provide an estimator which can adjust for this
decision-process. The motivating example just described encapsulates when
we would consider it appropriate to investigate adjusting ones point estimate.
In the scenario where new trials are motivated by earlier evidence’s result and
direction, and are then combined with the earlier evidence, we suggest that the
updated meta-analysis point estimate is investigated for potential bias due to
the decision to continue based on promising results. With this description of
the motivation we conclude the introduction to Manuscript III.



7. Conclusions

This chapter presents a summary of the main contributions and proposes some
areas for future research which are a natural continuation of this thesis.

7.1 Main contributions

This section provides a brief summary of the three papers comprised in this
thesis. Moreover it contains the main contributions of the papers. The papers
are placed in Chapter 8.

In the first manuscript, we showed that linear mixed models provide a novel
and useful model framework for subgroup analysis in meta-analysis, especially
in the presence of incompletely reported data. Manuscript I gives a compre-
hensive study of current methods for subgroup meta-analysis, as well as the
proposed linear mixed models, for estimation of the interaction effect, also
called the effect modifier. Based on theoretical and simulation results provided
in the paper, we provided recommendations for when to use which method as
well as introducing a new model framework to fill the gaps between currently
existing methods.

In the second manuscript, we implemented and updated Trial Sequential
Analysis (TSA) in R. The original software is no longer updated to the latest
gold standards and it is impossible to run simulations to validate the methods
used in the software. A comprehensive implementation of TSA methods is
presented for the R computing environment, in the package RTSA, which is a
modification and expansion of the original software implemented in Java. The
modification involved implementation of several new features such as sample
size adjustments due to a sequential design, changing the one-sided designs
with futility boundaries to consistent tests and implementing binding futility
boundaries. Further to increase ease of use, several package vignettes were
written and is an addition to the presented manuscript.

In the third manuscript, we investigated whether sequential conditional bias
due to the decision to continue a meta-analysis could be adjusted for. Inspired
by bias adjustment methods from group sequential trials, we developed a new
estimator for sequential meta-analysis. The estimator conditions on the sample
path of the test statistic, where it is expected that the sampling process was
influenced by the sign of the point estimate from the previous analysis and that
the analysis was insignificant. Based on the simulation results, recommenda-
tions were given as to when the proposed estimator is most useful.
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7.2 Ongoing and future research

This section describes the future research stemming from this thesis.

Subgroup meta-analysis

After the publication of Manuscript I: “Linear Mixed Models for investigat-
ing effect modification in subgroup meta-analysis” (Soerensen et al., 2023a),
another paper investigating effect modification in meta-analysis has been pub-
lished (Godolphin et al., 2022). We note that this paper also address similar
issues to those investigated in our paper. One of the main differences is the
latter paper’s assumption of no ecological bias or aggregation bias. Presence
of ecological bias is a prime motivating issue in Manuscript I.

Trial Sequential Analysis

A top priority for future research is to investigate full control of type I and type
II errors. This includes comparing the method to other methods such as naive
updating of the meta-analysis, semi-Bayesian and fully Bayesian methods. Here
it is of interest to also look at the stability of the estimation of heterogeneity
as the Bayesian methods uses a prior distribution to assist the modelling of the
parameter. Some of the work has already started and is presented in Appendix
B.

Furthermore, the software now includes random-effects models based on
both DerSimonian-Laird and the Hartung-Knapp-Sidik-Jonkmans adjustment
to the DerSimonian-Laird. A guide on when to use each method, and whether
one or the other is the more appropriate to be the default in the R package is
a topic of future research.

Debate about sequential meta-analysis methods

A topic which has not been formally addressed in this thesis is the debate about
the role of Trial Sequential Analysis. TSA is a well-accepted methodology with
strong proponents, but has also been subject to critical assessments. Two doc-
uments were released from the Cochrane group (found at https://methods.
cochrane.org/methods-cochrane/repeated-meta-analyses) where the rec-
ommendation about using sequential meta-analysis methods such as TSA is:
“The Expert Panel recommends against the use of sequential methods for up-
dated meta-analyses in most circumstances within the Cochrane context. They
should not be used for the main analyses, or to draw main conclusions.”. This
statement is cited from https://methods.cochrane.org/sites/methods.cochrane.

org/files/uploads/tsa_expert_panel_guidance_and_recommendation_final.

pdf. There are several reasons for why this statement was not addressed in
more detail in this thesis.

A reason for not addressing the criticism in this thesis is that parts of the
future research plan will investigate the validity of TSA under various scenarios
as described in the section above and below. While we do not question that
the statement from Cochrane is based on reasoned considerations, none of this
research has been formally published. We want to be critically appraise the use
of TSA, but this requires that we have concrete results to point to. We expect

https://methods.cochrane.org/methods-cochrane/repeated-meta-analyses
https://methods.cochrane.org/methods-cochrane/repeated-meta-analyses
https://methods.cochrane.org/sites/methods.cochrane.org/files/uploads/tsa_expert_panel_guidance_and_recommendation_final.pdf
https://methods.cochrane.org/sites/methods.cochrane.org/files/uploads/tsa_expert_panel_guidance_and_recommendation_final.pdf
https://methods.cochrane.org/sites/methods.cochrane.org/files/uploads/tsa_expert_panel_guidance_and_recommendation_final.pdf
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that we might be critical in some scenarios but not all. This is mentioned in
several places in Chapter 4, Chapter 5, Manuscript II and Appendix B. At the
same time, this thesis has also demonstrated the applicability of TSA and its
promising role in updated meta-analyses.

Another reason for not including more detailed assessment of the Cochrane
recommendations is that the statement is within the Cochrane context, which
may not always be the context of interest. This context seems to be close in
analogy to the Living Systematic Review context where binary decisions based
on p-values are not recommended. This might be the right paradigm for many
meta-analyses. However, we believe that the results of many meta-analyses
are used in a decision-making context based on hypothesis testing. This might
not always be the most appropriate approach, but it is still widely applicable.
Using sequential meta-analysis methods such as TSA is one way to provide a
more conservative perspective on decision-making by trying to account for the
updated hypothesis testing in an updated meta-analysis. This does not mean
that we assume that it will always provide valid results. But it may serve
in many scenarios as a powerful sensitivity analysis or even main analysis.
Recommendations of when, if and how to use TSA or sequential meta-analysis
in general is part of future research.

We plan to formally address the Cochrane statements, which we most likely
are going to agree with in some scenarios, in the future research. We further
note that GRADE recommends TSA as a valid methodology in systematic re-
views and meta-analyses (Duhailib et al., 2024) which provides further support
for TSA being a useful tool in meta-analysis.

RTSA

For now the RTSA package has been created for the purpose of recreating Trial
Sequential Analysis. This means that the software can be used for creating
TSA to the data of the user. As seen from the additional results located in
Appendix B, TSA cannot always guarantee the control of the type-I- and type-
II-error. In this scenario it might still be of interest to use the method but
with additional information about how likely it is to have a type-I-error and
a type-II-error under varying assumptions. Dissemination of how to use the
software for simulation is also part of future research.

Several methods for inference are included in the software. Some of these
were presented in Chapter 6. A vignette discussing the different types of in-
ference is part of planned additions to the package. This includes what the
difference is between a TSA-adjusted confidence interval, the naive confidence
interval and the stage-wise confidence interval.

Effect smaller than minimal clinical relevant value

There is a clear connection between the rejection of the null hypothesis and
the values contained in a confidence interval. A similar connection might be
anticipated between entering the futility area and having a confidence interval
that excludes the minimal clinical value. This is however not the case. Addi-
tional boundaries or other type of boundaries than futility boundaries might
be interest to include in TSA. These new boundaries should be distinct when
a 95% confidence interval does not contain the minimal clinical relevant value.
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7.3 Summary

In summary, this thesis has made novel contributions to theoretical and compu-
tational methodology for meta-analysis. Methods for subgroup and sequential
analysis within meta-analyses have undergone recent evolution and we have
identified a number of areas for innovation and further development. The re-
search presented here has provided new ways to conduct subgroup analysis
using a comprehensive analytical framework that incorporates and enhances
existing approaches. It has also provided analytical and computational tools
for addressing issues related to sequential sampling and inference in cumu-
lative meta-analysis. As well the advances presented in the three original
manuscripts, the research presented here will provide the basis for further de-
velopments in future research.



8. Manuscripts

8.1 Manuscript I

Linear mixed models for investigating effect mod-
ification in subgroup meta-analysis

Anne Lyngholm Soerensen & Ian C. Marschner
Details: Published in Statistical Methods in Medical Research in 2023.
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Abstract
Subgroup meta-analysis can be used for comparing treatment effects between subgroups using information from multiple
trials. If the effect of treatment is differential depending on subgroup, the results could enable personalization of the
treatment. We propose using linear mixed models for estimating treatment effect modification in aggregate data meta-
analysis. The linear mixed models capture existing subgroup meta-analysis methods while allowing for additional features
such as flexibility in modeling heterogeneity, handling studies with missing subgroups and more. Reviews and simulation
studies of the best suited models for estimating possible differential effect of treatment depending on subgroups have
been studied mostly within individual participant data meta-analysis. While individual participant data meta-analysis in
general is recommended over aggregate data meta-analysis, conducting an aggregate data subgroup meta-analysis could
be valuable for exploring treatment effect modifiers before committing to an individual participant data subgroup meta-
analysis. Additionally, using solely individual participant data for subgroup meta-analysis requires collecting sufficient
individual participant data which may not always be possible. In this article, we compared existing methods with linear
mixed models for aggregate data subgroup meta-analysis under a broad selection of scenarios using simulation and two
case studies. Both the case studies and simulation studies presented here demonstrate the advantages of the linear mixed
model approach in aggregate data subgroup meta-analysis.

Keywords
Study-level confounding, ecological bias, effect modification, linear mixed models, subgroup meta-analysis

1 Introduction
Subgroup meta-analysis can be used for comparing treatment effects between participant-level subgroups. Subgroups are
defined to be different levels of a baseline characteristic. If differential effects are found based on subgroup, the subgroup
variable is then a treatment effect modifier. Using this knowledge, treatment can be tailored to the different subgroups
which is a way to personalize medicine. Another reason for conducting subgroup meta-analysis is to investigate sources
of heterogeneity that might influence the meta-analysis on a higher level. This includes the overall pooled treatment effect
estimate across subgroup levels. In this article, we will be concerned with detecting possible treatment effect modifiers
(interaction effects) in meta-analysis, while also addressing heterogeneity estimation.

The interaction effect estimated using meta-analysis methods can be split into two types: across- and within-study
interaction effects.1 The across-study interaction effect represents the overall interaction effect as a function of subgroup

1School of Mathematical and Physical Sciences, Macquarie University, Sydney, Australia
2Section of Biostatistics, Department of Public Health, University of Copenhagen, Denmark
3NHMRC Clinical Trials Centre, University of Sydney, Sydney, Australia

Corresponding author:
Anne Lyngholm Sørensen, Section of Biostatistics, Department of Public Health, Øster Farimagsgade 5 opg. B, Postboks 2099 1014 København K,
Denmark.
Email: als@sund.ku.dk

54



Sørensen and Marschner 995

characteristics such as the subgroup fraction. It is a weighted average across all studies which can be used for general
statements about the interaction effect on an ecological level. In comparison, the within-study interaction effect is useful
for statements on an individual level. When study-level confounding, also called ecological bias, is present, the across-
and within-study interaction effects will differ. The within-study interaction effect, and its use in studying individual-level
effect modification, will be the focus of this article.

Estimation of within-study interaction has been mostly studied within individual patient data (IPD) meta-analysis using
case studies or simulation studies. IPD subgroup meta-analysis was been recommended over aggregate data (AD) subgroup
meta-analysis.2 For scenarios with a mix of IPD and AD, some authors have recommended not to use AD in the modeling
of the within-study interactions.3 Considering a scenario where only very few studies are able to provide IPD, the decision
not to use AD causes a potential great loss of information and power. If only AD data is available, meta-analysis of the
interaction effects per study has been recommended over other methods.4 This method can be called interaction meta-
analysis (IMA).

The recommendation to use IMA for AD subgroup meta-analysis is based on results from IPD subgroup meta-analysis
studies and the property of the method that it has an unbiased estimate of the within-study interaction effect.4 Hence the
method is robust under study-level confounding. Provided that we have access to studies which provide information on
all subgroups of interest, IMA is an appropriate method to estimate the interaction effect. An obvious drawback of the
method is that it can only include studies with all subgroups present. Trials which provide only a subset of the subgroups
are excluded. At the other end of the spectrum we could have studies that would never provide both subgroups of interest.
An example is the effect of a specific treatment where location of the study (e.g. the US vs. Europe) defines the subgroups.
IMA cannot accommodate studies if none of the studies contains both subgroups. One would instead fit a subgroup spe-
cific meta-analysis, where a meta-analysis is done per subgroup and the pooled estimates are compared. This approach is
recommended in the Cochrane Handbook.5 Subgroup specific meta-analysis is not robust towards study-level confounding
and had any studies had both subgroups, this information and possible dependence would not be used in the model.

We will propose a new model to fill the gap between IMA and subgroup specific meta-analysis, using linear mixed
models (LMMs). In general using a mixed effects model setup allows for a lot more flexibility compared to traditional meta-
analysis methods. Investigating different sources of heterogeneity within the same model becomes easier. For subgroup
meta-analysis there may be variation not only specific to the study but also specific to the subgroup. The models we suggest
in this article will provide the possibility to estimate both the between-study variation and the within-subgroup variations.
Another advantage of using LMMs is the possible ways to deal with pooled and missing data. By pooled data, we refer to
situations where some of the studies appropriate for a subgroup meta-analysis might not provide information other than
the overall treatment effect (pooled estimate for all subgroups) and the fraction of the sample within each subgroups of
interest. Hence in these studies, we are not given subgroup specific estimates, yet they may still contain information that
can make subgroup analysis more efficient. Furthermore, if we wish to adjust for other variables in the meta-analysis that
might not be provided for all studies, we are in a missing data situation. This can be handled by LMMs and both scenarios
will be studied in this article. Although LMMs have been used for meta-analysis,6 their use as a general methodology for
subgroup meta-analysis has not previously been investigated. This article will do this focusing on interaction effects and
how heterogeneity can be flexibly modeled when arising from different sources of variation in AD subgroup meta-analysis.
If there is sufficient IPD data available, the recommendation is to do IPD subgroup meta-analysis. Riley et al.7 provide a
thorough guide on how to perform IPD meta-analysis of treatment-covariate effects.

This article begins with a short introduction to the two motivating examples. We then give a brief review of the methods
currently used in AD subgroup meta-analysis followed by a presentation of the proposed LMM structure which we call the
basic LMM. Methods for fitting a LMM for meta-analysis are then presented. Next, we present two case studies based on
the motivating examples analysed with the existing and proposed methods. Finally, the article concludes with a simulation
study which compares the existing models with each other and the proposed model under varying scenarios.

2 Motivating examples
We present two motivating examples that will be used as case studies in this article. The first case study has been used in
another methodological article concerning subgroup meta-analysis, and is concerned with early supported discharge (ESD)
from hospital.4

ESD services aim to allow patients to return home from hospital earlier than usual and receive more rehabilitation in the
familiar environment of their own home.8 An earlier discharge may accelerate return to home and provide better patient and
carer outcomes such as improvements in mood, increased activities of daily living and subjective health status. A subgroup
meta-analysis of whether the effect of ESD was differential depending on presence of carer versus non-presence of carer
has been investigated in a Cochrane systematic review8 and in a methodological paper by Fisher et al.4 In this case study,
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previous analyses used IMA excluding any studies presenting results only for one of the subgroups. Here we use LMMs to
include all available information.

The second case study is concerned with the effectiveness of immune checkpoint inhibitors (ICIs) in cancer therapy.
ICIs, also known as a type of immunotherapy, have substantially improved outcomes for many advanced cancers. However,
only a subset of patients may respond to these therapies. For cancers such as non-small cell lung cancer (NSCLC), head
and neck cancer (HNC), and urothelium cancer (UC), tobacco smoking is strongly implicated in tumour mutagenesis. For
NSCLC and HNC, smoking is also associated with greater tumor mutation burden.9 Lee et al.9 used subgroup specific
meta-analysis to test whether the effect of ICI is differential depending on smoking status. Their aim was to investigate
whether smoking status is useful for quantifying the effect of ICI therapy. We will here also investigate the interaction effect
using LMMs, which provide a more flexible and potentially more valid approach than a subgroup specific analysis.

3 Methods for subgroup meta-analysis
In this section, we begin with an overview of existing methods for AD subgroup meta-analysis before presenting the
proposed LMM. The Cochrane Handbook5 mentions two methods for studying subgroups and investigating whether the
treatment effect is differential depending on subgroup level. The methods are subgroup specific meta-analysis and meta-
regression. IMA is not mentioned, but it has been recommended over the other two methods for estimating the within-study
interaction effect.4 We begin with a brief overview of the three approaches before presenting the proposed LMM.

Subgroup specific meta-analysis starts with estimating the pooled treatment effect in each subgroup. That is, a stan-
dard meta-analysis is conducted within each subgroup, separately. The interaction effect is then calculated by taking the
difference between the pooled subgroup specific treatment effects. Heterogeneity can be modeled for each subgroup by
estimating the between-study variance within each subgroup meta-analysis. A visualization of the method is given in the
forest plot in Figure 1. Figure 1 is based on data from the second motivating example. Fisher et al.4 refer to the subgroup
specific meta-analysis method as the “deluded” method.

Subgroup meta-regression uses the pooled treatment effect estimate and a covariate for subgroup which can be categor-
ical or numeric. Meta-regression using categorical subgroups regresses the pooled treatment effect against the subgroup
proportion, for example, proportion of males. It is strongly recommended not to use this approach for estimating the within-
study interaction effect in subgroup meta-analysis because of the potential ecological bias.4 For this reason, we will not be
using this method further in this article. Fisher et al.4 refer to subgroup meta-regression as the “daft” method.

Interaction meta-analysis (IMA) calculates the interaction effect per study for the studies which provide the treatment
effect for both subgroups of interest. The study interaction effects are then used as input in a standard meta-analysis.
Heterogeneity can be modeled by adding a random study effect hence allowing for between-study variation. Fisher et al.4

refer to IMA as the “deft” method.
IMA has been recommended over subgroup specific meta-analysis as the interaction effect will be unbiased using this

method.4 An early example of IMA can be found in Adelstein et al.10 In this article, we will compare our proposed LMM
model to the IMA and the subgroup specific meta-analysis. There are scenarios where the subgroup specific meta-analysis
is still valid, such as when no studies have more than one subgroup, comparisons to this method will also be made in the
simulation studies. This scenario represents one end of the spectrum. At the other end if all studies provided all subgroups,
the method of choice should be IMA. In the simulation study, we will consider both extremes and scenarios in between,
including situations where we have a mix of studies where some report all subgroups while others only report single
subgroups and studies only reporting the overall treatment effect. In the next subsection, we present the proposed model and
then show how the two existing methods for AD subgroup meta-analysis can be incorporated into the overarching LMM.

3.1 Basic LMM
We start by specifying the basic form of our proposed LMM for estimating the within-study interaction effect. Let 𝜃kj be
the treatment effect for subgroup k (k = 1,… , K) in study j (j = 1,… , J ), with observed standard error skj. Our proposed
model is then

𝜃kj = 𝜇 + 𝛼kxkj + Bj + Gkj + 𝜀kj (1)

Here 𝜇 is the treatment effect of the reference subgroup, 𝛼k is the difference in treatment effect (the interaction effect)
compared with the reference subgroup with 𝛼1 = 0, xkj is the indicator of subgroup k, Bj is a random study effect distributed
with a  (0, 𝜏2) distribution, Gkj is a random subgroup effect distributed as  (0, 𝜏2

k
) and 𝜀kj is the error term with a

 (0, 𝜎2
kj
) distribution. As we observe the estimated standard errors per trial skj, we replace 𝜎2

kj
with its estimate s2

kj
. We

therefore use �̂�2
kj
= s2

kj
in place of the unknown 𝜎2

kj
which makes the model identifiable.
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Figure 1. Forest plot of hazard ratios for overall survival comparing immune checkpoint inhibitors versus chemotherapy in
ever-smokers and never-smokers participant subgroups. Hazard ratio for each trial is represented by the square and the horizontal
line crossing the square represents the 95% confidence interval (CI). The diamond represents the pooled overall effect size estimated
using a fixed-effect meta-analysis. All statistical tests were two-sided.

Assuming that the error terms 𝜀kj are independent, the random study effect Bj in model (1) induces positive correlation
between treatment effects from the same study. One flexible feature of this basic LMM is that it can be easily modified to
allow more general correlation structures. For example, by allowing error terms from the same study to be correlated, the
basic LMM can allow for negative correlation of treatment effects from the same study. This flexible correlation structure
is not available in any other previous methods proposed for AD subgroup meta-analysis. We will see why this is a useful
modelling feature in one of the case studies.

Note that the basic model could resemble an arm-based network meta-analysis model of only direct comparisons. Arm-
based network meta-analysis models the treatment arms of the different trials, where we here model the subgroup treatment
effects. The focus in a network meta-analysis is to get consistent estimates of both direct and indirect comparisons between
treatments. In a subgroup meta-analysis, we are interested in the contrast between the treatment effect in a reference sub-
group and the other subgroups individually. This makes the network meta-analysis issue of consistency less applicable to
subgroup meta-analysis. See Hong et al.11 for a description of Bayesian arm-based network meta-analysis.

Notice also that we can have any number of categories of the subgroup variable. We will often be interested in two
subgroups, but the method allows for multiple categories of a given patient characteristic.
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3.2 Existing methods as LMMs
The correspondence between the existing subgroup meta-analysis methods and the basic LMM can be seen by expressing
the existing methods in the LMM form (1).

The LMM version of subgroup specific meta-analysis is fitted in one-stage and can be defined as

�̂�kj = 𝜇 + 𝛼kxkj + Gkj + 𝜀kj (2)

As can be seen by comparing (1) with (2), subgroup specific meta-analysis is the same model as the basic LMM without
the random study effect Bj. Having no study random effect Bj removes the dependence between subgroups from the same
study and reduces (1) to (2). Fitting the model (2) allows for replication of the results from the traditional subgroup specific
meta-analysis. Methods for fitting the model using standard statistical software is presented in the Supporting Information.

For IMA, we calculate the interaction effect between two levels of the subgroup within each study. Suppose we are
interested in the difference in treatment effect between subgroups 1 and 2. Under the assumption that the subgroup treatment
effect estimates �̂�1j and �̂�2j are normally distributed, we can let �̂�1,2

j = �̂�2j − �̂�1j, which is then the difference in treatment
effect between subgroups 1 and 2 with subgroup 1 as a reference. The LMM version of the IMA can then be written as

�̂�1,2
j = �̂�2j − �̂�1j

= 𝛼2 + (G2j − G1j) + (𝜀2j − 𝜀1j)
= a + bj + ej (3)

Here a = 𝛼2 is the interaction effect, bj = G2j − G1j ∼  (0, 𝜏2
2
+ 𝜏2

1
) is a study specific random effect of the interaction

effects with bj ∼  (0, 𝜏2), and ej = 𝜀2j − 𝜀1j ∼  (0, 𝜎2
2j
+𝜎2

1j
) with ej ∼  (0, 𝜎2

j ). As described in Section 3.1, given that

we observe the standard errors skj, we set 𝜎2
j = s2

j . By (3) it can be shown that IMA is analogous to (1) with 𝜏2 = 𝜏2
1
+ 𝜏2

2

and 𝜎2
j = 𝜎2

1j
+ 𝜎2

2j
.

We will see that using the basic LMM, we can fit scenarios where we have incomplete data. Such scenarios cannot be
handled by the existing methods. Incomplete data and ecological bias can be handled using LMMs with extensions to the
basic model.

3.3 Study-level confounding
Greenland and Morgenstern12 define two sources of ecological bias. It can come from effect modification by the subgroup
or from the subgroup acting like a confounder, a study-level confounding. As we are investigating the effect modification,
we are worried by the latter type of bias. Firebaugh13 and Hua14 amongst others treats the confounding from the subgroup
as a association between the rate or mean level of the subgroup and the endpoint. This will also be how we treat ecological
bias. Ecological bias in subgroup meta-analysis will cause the estimated interaction effect to be biased in the basic LMM
(1), when there is incomplete data, and in the subgroup specific meta-analysis under both complete and incomplete data.
Study-level confounding is related to the study-specific fraction of the subgroup such as the fraction of males in the specific
study. Hua et al.14 give a comprehensive discussion of study-level confounding. To ensure unbiasedness in the proposed
LMM with two subgroups, an additional term 𝛽 can be added to (1)

�̂�kj = 𝜇 + 𝛼kxkj + 𝛽pj + Bj + Gkj + 𝜀kj (4)

where

pj =
number of participants in subgroup k = 2

number of participants
(5)

Here 𝛽 is the change in treatment effect as a function of the study-specific subgroup fraction pj of subgroup 2. By modeling
the proportion of the subgroup, we combine the basic LMM (1) with a meta-regression model. If there is any dependence
between the treatment effect and the ecological level of the subgroup, the 𝛽 term removes this dependence from the interac-
tion term 𝛼k . By adjusting for the subgroup fractions in (4) we have extended the basic LMM (1) to account for the effects
of ecological bias.

The model assumes that the ecological bias comes from the ecological level of one of the subgroups compared to the
rest. If there is suspicion of more than one subgroups ecological level causes bias (can occur when comparing more than
two subgroups), the model should be adapted to accommodate this.
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3.4 Studies without all subgroups
Studies which only studied a subset of the subgroups of interest can be appropriate to add to the meta-analysis to add
information. An advantage of the proposed LMM, unlike the IMA, is that such studies enter without having all subgroups
of interest. In addition, if we wish to model systematic differences between studies with only a subset of the subgroups
and studies providing all subgroups of interest, we can add a term to distinguish the two. Let mj be a variable for missing
subgroup(s) in study j, where mj = 1 if one or more subgroups are not reported for study j. For studies which provide all
subgroup specific treatment effects, set mj = 0. We then write the model as

�̂�kj = 𝜇 + 𝛼kxkj + 𝛿mj + Bj + Gkj + 𝜀kj (6)

where 𝛿 is the difference in treatment effect between studies with all subgroups available and studies with not all subgroups
available. Note that the 𝛿mj term can be adjusted to the desired scenario by changing the definition for mj or allowing for
multiple adjustment terms to describe the specific structures of missingness.

3.5 Studies without subgroup specific estimates
Studies that do not provide information on subgroup specific treatment effects can also be added to the general model.
Suppose that the J studies are split into two sets, JP and JSG, where JP is the set of studies with only pooled treatment
effects and JSG is the set of the studies with subgroup specific treatment effects. We then include the pooled treatment effect
estimates into the general model using the following setup:

�̂�kj = 𝜇 + 𝛼kxkj + Bj + Gkj + 𝜀kj for j ∈ JSG

�̂�j = 𝜇 +
∑

k

𝛼kpkj + Bj +
∑

k

Gkjpkj + 𝜀∗j for j ∈ JP (7)

Here 𝜀∗j =
∑

k 𝜀kjpkj j ∉ JP refers to the studies which are in JSG and pkj is the proportion of participants in subgroup k out

of the entire study population. The linkage between the subgroup specific estimates and the pooled estimate is that �̂�j is a

weighted sum of the �̂�kj. The information from the pooled studies enter the model, by modeling �̂�j as a subgroup specific

treatment effect. This means it will be modeled together with �̂�kj.
A further complication is that the proportion of the subgroups of interest might not be known. This is a missing data

scenario. We will show an example of handling missing data using the basic LMM in one of the case studies.

4 Applications
We will use the two motivating examples to illustrate the flexibility of the proposed LMM and its extensions. The first case
study shows how to incorporate studies that do not provide information on all subgroups and that the basic LMM can be
adjusted to handle a scenario of negative correlation between the subgroup treatment effects. The second case study will
illustrate how the model can be used in scenarios with inclusion of studies where only pooled treatment effects are provided
and where the subgroup proportions are unavailable.

Notice that the endpoints for the two applications are, respectively, continuous and time-to-event. For binary endpoints,
it is possible to re-format the AD into IPD and use a one-step approach to fit our proposed model using generalized LMMs.
See Hua et al.14 for ecological bias and the use of the one-step approach.

4.1 ESD from hospital
Fisher et al.4 presented a study in which the interest is in whether the effect of ESD from hospital compared to the con-
ventional service was differential based on the presence of a carer.8 The primary endpoint was the number of days at
hospital. The subgroup meta-analysis included nine studies where eight provided information on both subgroups (carer
and no carer). The interaction effect was estimated to −6.47 (95% CI: −13.65 to 0.71, p-value = 0.077) using IMA,
which was the method recommended by Fisher et al.4 We can reproduce the results using a fixed effect model. While
we expect an unbiased estimate of the interaction effect in the interaction term meta-analysis, we do not obtain an
estimate of the actual treatment effect in either of the subgroups. Furthermore, one study is excluded from the meta-
analysis as it only contains one of the subgroups of interest. Hence there has been a exclusion of data that might be
informative. The removal of the study is based what data the model is able to handle rather than based on clinical
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Figure 2. Scatterplot of relation between the effect of early supported discharge (ESD) for the carer and no carer subgroups. Only
studies which provided information on both subgroups could be plotted. Points are sized according to the weight by the inverse of
the variance. The blue dashed line is the regression line.

or quality considerations. We will investigate including the excluded study, which is called the Montreal study, in the
basic LMM.

We will compare the original analysis of the case study to an analysis using the basic LMM (1) and some of its exten-
sions. Before doing so, we note that the assumption of dependence between subgroups from the same study in (1) is
modeled by a random effect of study. Modeling the dependence as a random effect forces the model to have a posi-
tive correlation for subgroups from the same study. This property may not always be appropriate as subgroups from the
same study are not necessarily positively correlated and negative correlation can occur as we will see in this specific
application. Fitting a block correlation structure instead of a study specific random effect is possible in LMMs, includ-
ing the basic LMM (1). The correlation structure will allow subgroups from the same studies to be correlated but does
not dictate a positive correlation. A possible explanation of negative correlation is the individual study centers might be
expert in treating one of the subgroups but not the other. In the ESD study, the treatment effect in the carer subgroup
is negatively correlated with the treatment effect in the no carer subgroup, which is shown in Figure 2 by plotting the
effect estimates of the two subgroups against eachother by study. Figure 2 indicates that assuming a positive correlation
between subgroups from the same studies might be inappropriate. We will investigate what happens to the interaction
effect by allowing for the extra study, Montreal, and changing from a study random effect to the block correlation struc-
ture. In principle, other correlation structures could also be fitted. See Supporting Information on how to fit the model
in R.

Starting with fitting the basic LMM, where we include the Montreal study and model study as a random effect (dictating
positive correlation), we get the model fit found in Table 1, Model 1. The standard deviation of the study random effect is
estimated as < 0.0001 in the model. This could indicate independence between observations from the same study, but it
could also indicate a non-positive correlation. If the correlation was truly negative, the study random effect variance would
be pushed to 0. If we instead fit a block correlation structure, where we assume correlation between subgroups from the
same study, we get the model fit found in Table 1, Model 2. We find in the basic LMM with the block correlation structure
a correlation estimate of −0.81 and a decrease in AIC of 48.37 compared to 51.88. With this correlation structure, we
perform a sensitivity analysis by including a term for the Montreal study, which is displayed in Table 1, Model 3. This
model becomes the final model for this case study.

In the final model, we obtain a correlation estimate of −0.78 along with standard deviations of the subgroup random
effects of 5.065 in the carer subgroup and < 0.0001 in the no carer subgroup. This information is useful for understand-
ing where the heterogeneity exists in the data. Adding the Montreal study decreased the interaction effect compared to
the analysis that excluded the Montreal study, see the estimated interaction effect of carer −3.29 in Model 1, Table 1
versus the Fisher estimate of −6.47. But adding a parameter for the Montreal study, Model 3, Table 1, the interaction
effect becomes more similar to the results found in Fisher et al.4 We additionally investigated potential study-level con-
founding/ecological bias by fitting (4), but found no evidence of this (p-value 0.2782). This contrasts with Fisher,4 but
the ecological bias in that paper was concluded using fixed effect models. Changing the models from fixed effect to
random effects generally decreases the influence of study-level confounding, as we shall see in the simulation study. A
final comment about the basic LMM fit, is the possibility to also estimate the subgroup specific treatment effect which is
found to be −6.82 (95% CI of −12.18 to −1.46) in the model for the no carer subgroup. This result comes from the final
model 3.
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Table 1. Results from three different versions of the basic LMM, all including the Montreal study. Model 1 is the basic LMM as
formulated in (1). Model 2 is similar to Model 1 but fits a block correlation structure for the dependence between subgroups from
the same study instead of fitting a random effect of study. Model 3 also fits the block correlation structure but compared to Model 2
adds a parameter for the Montreal study as formulated in (6).

Coefficient Estimate 95% CI p-value

Model 1 Treatment effect for no carer −6.11 (−11.66 to −0.55) 0.0354
Interaction effect of carer −3.29 (−12.23 to 5.65) 0.4133

Model 2 Treatment effect for no carer −7.44 (−12.65 to −2.23) 0.0119
Interaction effect of carer −2.3 (−12.97 to 8.38) 0.6266

Model 3 Treatment effect for no carer −6.82 (−12.18 to −1.46) 0.0197
Interaction effect of carer −5.05 (−16.37 to 6.26) 0.3261
Montreal study 9.67 (−4.31 to 23.65) 0.1493

4.2 Effectiveness of ICIs
To investigate the efficacy of ICIs for lung cancer is modified by smoking status, Lee et al.9 conducted a meta-analysis
of 11 studies which compared ICI therapy to chemotherapy based on smoking status. Figure 1 shows a replication of the
forest plot. The study showed statistically significant evidence of an interaction effect between ICI therapy and smoking
status, where ever smokers had a more beneficial treatment effect compared to never smokers. As the method used for
estimating the interaction effect is subgroup specific meta-analysis, we will investigate whether similar conclusions are
obtained using the basic LMM. Furthermore, as shown in Figure 1, the ever smoker category can be further split into two
subgroups, current and previous smokers. Information on these subgroup levels was not available for all studies included
in the original analysis. We will be using the basic LMM to investigate if there is an evidence for both of the ever smoker
subgroups (current and previous) to have an increased treatment effect of ICI compared to the never smokers and whether
the treatment effect between these two subgroups differs. As some of the ever smoker studies do not provide information
on the current and previous smoker subgroups, we will use the basic LMM and the extension that handles studies without
subgroup specific estimates (7). We will also investigate using missing data methods in this subsection in relation to the
basic LMM.

4.2.1 Original analysis
We start by investigating the difference between the original subgroup specific meta-analysis and the proposed LMM
analysis. Redoing the original analysis by Lee et al.,9 we obtain the results in Table 2, section Original analysis, Model 1.

There was no estimate of the interaction effect by Lee et al.,9 but the p-value was reported as 0.04, which is close to
our estimate of 0.0339 and the conclusion remains the same. If we instead fit the basic LMM (1), we get the model fit in
Table 2, Original analysis, Model 2. Here the conclusion is also the same as by Lee et al.,9 but with a borderline significant
p-value. Hence including random effects on the subgroups gives similar conclusions to the original analysis. Notice, if we
remove the random effects from the basic LMM, it would reduce to the fixed effects subgroup specific meta-analysis. We
find that the results confirm the conclusions in the original analysis. In general, for a subgroup analysis such as this, the
basic LMM is preferable to subgroup specific meta-analysis, however, in this case, it does not appear to have had any effect
on the primary conclusions.

4.2.2 Previous and current smokers
We are also interested in splitting studies with the ever smoker category into previous and current smoker sub-categories.
Six studies do not provide information on these categories. The studies missing the previous and current smoker subgroups
are identifiable from Figure 1, as they are not already split into current and previous smokers. While none of these studies
present the estimated treatment effects for these subgroups, the OAK15 and POPLAR16 studies provide the number of
participants in the subgroups. Out of the 1017 ever smokers in the OAK study, there are 190 current smokers and the
remaining 827 are previous smokers. In the POPLAR study, 46 participants are current smokers while 185 are previous
smokers out of the total 231 ever smokers in the study.

We start our investigation of the finer subgroup categories with analysing just at the previous and current smokers
subgroups and disregarding studies that do not provide the treatment effect estimates for the previous and current smokers.
Fitting then the basic LMM we get results shown in Table 2, section Previous and current smokers, Model 1.

Including the OAK and POPLAR studies which provide the number of current and previous smokers in the study but
not the treatment effects, can be handled by the basic LMM by the fitting model (7). The result is found in Table 2, section
Previous and current smokers, Model 2. Neither of the models show a difference in the treatment effect between the previous
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Table 2. Model fits from the “Effectiveness of immune checkpoint inhibitors” application.

Coefficient Estimate 95% CI p-value

Original analysis
Model 1 Treatment effect for never smokers 0.90 (0.81–1.01) 0.0743

Interaction effect of ever smokers 0.88 (0.77–0.99) 0.0339
Model 2 Treatment effect for never smokers 0.91 (0.81–1.02) 0.0959

Interaction effect of ever smokers 0.86 (0.74–1) 0.0504

Previous and current smokers
Model 1 Treatment effect for previous smokers 0.84 (0.71–0.99) 0.0424

Interaction effect of current smokers 0.98 (0.72–1.32) 0.8413
Model 2 Treatment effect for previous smokers 0.82 (0.72–0.93) 0.0118

Interaction effect of current smokers 0.98 (0.73–1.32) 0.8758

Previous, current and never smokers
Model 1 Treatment effect for never smokers 0.91 (0.8–1.02) 0.1018

Interaction effect of current smokers 0.82 (0.61–1.09) 0.1533
Interaction effect of previous smokers 0.87 (0.73–1.03) 0.0999

Model 2 Treatment effect for never smokers 0.91 (0.81–1.02) 0.0976
Interaction effect of current smokers 0.81 (0.61–1.07) 0.1208
Interaction effect of previous smokers 0.87 (0.75–1.02) 0.0798

Model 3 Treatment effect for never smokers 0.91 (0.81–1.01) –
Interaction effect of current smokers 0.82 (0.6–1.13) –
Interaction effect of previous smokers 0.87 (0.74–1.03) –

and current smokers. This suggests that it is appropriate to combine the two subgroups as originally done by Lee et al.9 For
illustrative reasons, we will to keep the two subgroups separate in the following subsection.

4.2.3 Previous, current, and never smokers
In this section, we will add the never smoker subgroup to the study. We start with including studies with complete reporting.
Hence we will only consider those studies which provide the treatment effect estimate of all three subgroups. Fitting the
basic LMM we get results shown in Table 2, section Previous, current, and never smokers, Model 1. We see from Table 2
that there is no statistically significant difference between the never smoker subgroup and, respectively, the current and
previous smoker subgroups.

With an extention of the basic LMM, we can include the OAK and POPLAR studies using model (7). As we still do not
have subgroup specific treatment for these two studies for the previous and never subgroups, we can only use the pooled
treatment estimate. Fitting model (7), we get the results found in Table 2, section Previous, current, and never smokers,
Model 2. Including the OAK and POPLAR studies using the basic LMM with extention (7) did not change the estimated
effects.

Including the remaining studies, that did not split the ever smoker subgroup into current and previous smokers, can
be done by using techniques to handle missing data. For example, using multiple imputations we can also use the studies
which did not provide the number of current and previous smokers. To include these studies, we imputed the fraction of
previous and current smokers based on the distribution of these subgroups within the ever smoker subgroup of the studies
that reported all three subgroups. Setting the number of imputations to 20, we get the model fit found in Table 2, section
Previous, current and never smokers, Model 3. Using a higher number of imputations did not change the overall results. We
see that the estimates in the current and previous smoker groups moved further away from 1 indicating a more beneficial
treatment effect for the current and previous smokers compared to the never smoker subgroup.

5 Simulation study
We conducted a range of simulation studies which will be reported in this section and in the Supporting Information. The
simulations compare the existing methods with the basic LMM where our focus is on estimation of the interaction effect.
Hence we consider the following models:

1. IMA (fixed and random effects).
2. Subgroup specific meta-analysis (fixed and random effects).
3. Basic LMM with and without extensions.
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The basic LMMs are able to handle scenarios when reporting on subgroups is not complete and some, if not all, studies
present results on more than one subgroup. This includes scenarios where subgroups are not reported for some studies
and/or only the pooled estimate is reported. Such scenarios will be investigated in the simulation study, but we will also
consider scenarios where we have complete reporting on all subgroups. As study-level confounding is a concern in subgroup
meta-analysis, we will also perform simulations where we have study-level confounding. We will fit the basic LMM using
the nmle package in R.17 Both the fixed effect and random effects versions of the IMA and the subgroup specific meta-
analysis will be fit using the metafor package in R.18 A section on how to fit the basic LMM (1) with a fully reproducible
example is provided in the Supporting Information. Although LMMs are a standard statistical model, there are a number
of complexities that arise in their application to meta-analysis models. Using standard statistical software such as R and
SAS,19,20 we need to coerce the software to fit a meta-analysis using LMMs.

5.1 Simulation models
We will simulate data on patient level, which we then summarize to represent the data on study level. To introduce the
participant level, let i = 1,… , nkj be the indicator for participant i in subgroup k study j, where nkj is the number of
participants in subgroup k study j. Define zikj ∈ {0, 1} to be the indicator of treatment, and xikj ∈ {0, 1} to be the subgroup
for participant i in study j subgroup k. We will be using two models for simulation. The first model includes subgroup
effect modification without study-level confounding

𝜃ikj = 𝛽treatment ⋅ zikj + 𝛽subgroup ⋅ xikj + 𝛽treatment×subgroup ⋅ zikj ⋅ xikj + Bj + Gkj + 𝜀ikj (8)

The second model includes both subgroup effect modification and study-level confounding

𝜃ikj = 𝛽treatment ⋅ zikj + 𝛽subgroup ⋅ xikj + 𝛽treatment×subgroup ⋅ zikj ⋅ xikj

+ 𝛽study−confounding ⋅ zikj ⋅ yj + Bj + Gjk + 𝜀ikj (9)

Here 𝛽treatment is the treatment effect, 𝛽subgroup is the subgroup effect, 𝛽study−confounding is the study-level confounding and
𝛽treatment×subgroup is the interaction effect, which we are interested in estimating. As in the basic LMM, Bj is the study random
effect, where Bj ∼  (0, 𝜏2) and Gkj is the subgroup random effect, where Gkj ∼  (0, 𝜏2

k
). As we are simulating on patient

level the error is distributed as 𝜀ikj ∼  (0, 𝜎2
kj
). Data will be simulated using model (8) and (9). When we investigate the

fit of the models under study-level confounding, we will be simulating from model (9). Notice that model (8) is equal to
model (9) when 𝛽study−confounding = 0. Both models are related to models used in a paper by Hua et al.,14 where ecological
bias was investigated in IPD meta-analyses models with a focus on survival data. We introduce ecological bias in the same
way as Hua et al.,14 by the variable yj. This variable is defined to be 1 when the reference subgroup fraction is more than
50% of the specific study j and 0 otherwise. This reflects one way of introducing bias into the model by assuming that the
level of the subgroup is associated with an external effect on the endpoint.

We will investigate two subgroups, hence k ∈ {1, 2}, and a changing number of studies ranging from 6 to 20. For each
scenario we simulated 10,000 meta-analyses. Table 3 shows which parameter values we will be considering. Besides the
variation introduced by the two random effects and the error, we have additional variation in the model due to variation in
subgroups sizes and study sizes. For more details see Supporting Information.

5.2 Simulation results
The simulation study considers three scenarios:

• Complete reporting
• Incomplete reporting: Missing subgroups
• Incomplete reporting: Pooled treatment effects.

When we are fitting the basic LMM we will use the study-level confounding extension in (4). For the incomplete reporting
where not all studies report subgroup specific treatment effects, we will instead fit the basic LMM (7) but also include
the study-level confounding adjustment. For a step-by-step guide and to see how the basic LMM performs without the
study-level confounding adjustment, see Supporting Information.
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Table 3. Parameter values used in the simulation study.

Parameters Values

Number of studies 6, 10, or 20
Subgroups k = {1, 2}
𝛽treatment, 𝛽subgroup 1
𝛽treatment×subgroup 0.5
𝛽study−confounding 0,0.5
Bj  (0, 1.5)
Gkj  (0, 0.1) for k = 1,  (0, 1.5) for k = 2
𝜀ikj  (0, 1)

5.2.1 Complete reporting
In this simulation study, all trials included report all subgroup specific treatment effects. We will report results for, respec-
tively, six, 10, and 20 trials, J ∈ {6, 10, 20}. This range of trial numbers will also be used for subsequent simulation studies.
The results of simulations with complete reporting can be found in Table 4. Notice that we present the mean estimate, the
variation of the estimates, the bias (calculated as mean estimate minus the true value) and efficiency. Efficiency is calculated
as the ratio of the mean squared error (MSE) between two models. The basic LMM’s MSE will be set to the reference and
set as the numerator. Hence efficiency below 100% means less efficient and efficiency above 100% means more efficient.

The simulations show that for completely reported subgroup data, the three methods of meta-analysis estimate the
interaction effect equally well when there is no study-level confounding. When there is study-level confounding both the
basic LMM and the IMA outperform the subgroup specific meta-analysis.

5.2.2 Incomplete reporting: Missing subgroups
This section contains the simulation results concerning scenarios where some studies do not report treatment effects for all
subgroups. We consider missing subgroups in two ways:

1. 50% of subgroups missing in each simulated meta-analysis
2. Four subgroups missing in each simulated meta-analysis. For results, see Supporting Information.

The subgroups missing from each simulated meta-analysis are selected at random. Hence we can have scenarios where all
removed subgroups are from one specific subgroup. To keep the number of studies fixed, we will not remove both subgroups
from the same study.

For results on the first simulation scenario see Table 5, where it can be seen that the LMM approach performs at least
as well as the other approaches. The only exception to this, is when there is no study-level confounding. In this case, the
subgroup specific meta-analysis outperforms the other two methods. This has been noted earlier by Fisher et al.1 and Hua
et al.,14

5.2.3 Incomplete reporting: Pooled treatment effects
This section contains the simulation results concerning scenarios where some studies do not report subgroup specific
treatment effects but provide the pooled estimate and the number of participants in each subgroup. We consider pooled
treatment effects in two ways:

1. Pool 50% of subgroups per meta-analysis
2. Four studies are pooled in each simulated meta-analysis. For results, see Supporting Information.

For results on the first simulation scenario see Table 6. It can be seen that the basic LMM outperforms the other methods
in all scenarios considered.

5.3 Summary of simulation results
We were able, by using simulation, to confirm the results of Fisher et al.4 in which the IMA was robust towards study-level
confounding and the subgroup specific meta-analysis was sensitive towards study-level confounding. This is seen as the
IMA model was not affected by the study-level confounding when estimating the interaction treatment effect. On the other
hand, the subgroup specific meta-analysis estimation of the interaction effect was affected by study-level confounding.
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Under complete reporting, we find that the IMA performs the best in terms of unbiasedness and variation of the interac-
tion estimate. Table 4 shows that the basic LMM outperforms the subgroup specific meta-analysis when there is study-level
confounding in terms of efficiency. As the basic LMM with study-level confounding adjustment performs similarly to the
IMA model, the basic LMM can be used if we are interested in the treatment effect estimate in the reference subgroup,
or are interested in investigating the more flexible heterogeneity structures that are also possible using the basic LMM
(Table 4).

Under incomplete reporting, when some studies are without all subgroups, the subgroup specific meta-analysis performs
well in terms of variance of the estimated interaction effect when there is no study-level confounding. Under study-level
confounding, we find that the basic LMM performs better than the subgroup specific meta-analysis in terms of efficiency
as the subgroup specific meta-analysis has efficiency of 25% to 69% of the basic LMM. When we let the number of
studies missing a subgroup be half the total number of studies, we see as the total number of studies increases that the
basic LMM consistently performs better than IMA (Table 5) when there is no study-level confounding. The efficiency
of the interaction model is ∼90% of the basic LMM. When the number of studies without all subgroups is fixed, we see
that as the total number of studies increases, the IMA and the basic LMM starts to perform equally well, see Supporting
Information.

Lastly we find under incomplete reporting, where some studies are not reporting subgroup specific treatment effects,
that the basic LMM outperforms both the IMA and the subgroup specific meta-analysis in terms of the efficiency. This
is seen for scenarios with and without study-level confounding. The efficiency of the interaction model is between 81%
and 89% compared to the basic LMM under no study-level confounding and 92% and 97% under study-level confounding.
When we increase the number of studies, but let the number of studies with pooled treatment effect be half the total number
of studies, then increasing the total number of studies will increase the performance of the basic LMM compared to the
other methods (Table 6). When the number of studies that do not report subgroup specific treatment effects are fixed and
we increase the number of studies, the methods start to perform more equally when there is no study-level confounding,
see Supporting Information.

We are able to make recommendations about when to use which model based on the results from the simulation studies.
In the scenario of completely reported studies, one can choose between the IMA or the basic LMM with bias adjustment. For
incompletely reported studies, where we include studies without all subgroups the subgroup specific meta-analysis performs
best, when we are sure of no study-level confounding. In the more likely situation that we are uncertain about study-level
confounding, the basic LMM with bias adjustment is the better choice. Finally, for the scenario with incompletely reported
studies, where some studies only provide the pooled treatment effects, we recommend using the basic LMM with bias
adjustment.

6 Discussion
Subgroup analysis in meta-analysis is recommended both for enabling a personalization of treatment to the specific groups
and also for understanding the sources of heterogeneity. While it is generally recommended to use IPD over AD for con-
ducting subgroup meta-analysis, the process of gathering enough IPD data to perform a meta-analysis can be resource
intensive. An additional hurdle arises if not all trials are willing to share their IPD. Performing a subgroup meta-analysis
using AD can be useful for investigating interaction effects prior to committing to an IPD subgroup meta-analysis. A guide
on how to perform IPD subgroup meta-analysis can be found by Riley et al.7 While there has been recommendations for
subgroup meta-analysis using AD, there is a lack of simulation studies to show how the different methods perform under
varying scenarios. For the two existing methods presented in this article, the IMA and the subgroup specific meta-analysis,
the first is appropriate when all studies report all subgroups. On the other hand, the latter is appropriate when no studies
have more than one subgroup. For scenarios, in between we propose to use the basic LMM that unifies and extends these
two approaches.

Using the basic LMM, we can incorporate incompletely reported studies which did not provide all subgroups of inter-
est. These missing subgroups must be omitted from the IMA model. We can also incorporate studies that only provide
the pooled treatment effect, which could not be incorporated in either the IMA or the subgroup specific meta-analysis.
A further advantage is that the treatment effect in the reference subgroup is reported when using the LMM approach.
Compared to the subgroup specific meta-analysis, the basic LMM can model dependence between subgroups from the
same study and include methods for adjusting for study-level confounding. These advantages were visible in the case
studies and simulation studies. In general using the LMMs for subgroup meta-analysis enables more flexibility to do sen-
sitivity analyses when incorporating studies without all subgroup specific treatment effects and investigating study-level
confounding.
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The results from the simulation study generally provide support for using the basic LMM with bias adjustment for both
complete or incomplete data. We find that the performance of the model is good when keeping the bias adjustment term,
especially when we have incompletely reported data. In some cases, we may have some studies with IPD available and
other studies with only AD. Future research will investigate how the basic LMM performs when extended to allow both
IPD and AD in the model.
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Technical details I

The below supporting material in Manuscript I works as technical details.



Supporting information for "Linear mixed models for
investigating effect modification in subgroup meta-analysis" by

Anne L. Sørensen and Ian C. Marschner

1 Fitting the basic model using R or SAS

We will in this supporting information show how to fit the basic LMM model (1) in SAS and R.
The example data is from the first application in this paper, "Early supported discharge (ESD)
from hospital" also found in Fisher et al [5]. The data is also provided as supplementry material.
We need to transform the data prior fitting the basic model, we will show how to do this in R.

1.1 R

The only necessary library to fit the basic LMM model in R is the nlme package [14]. We are going
to assume that the data is ready for meta-analysis. We have the following variables in the data set,
we name d_example:

Variable Description
study study
te treatment effect
te_se treatment effect’s belonging standard error
carer equal to 0 if non-carer subgroup, equal to 1 if carer subgroup
no_carer equal to 0 if carer subgroup, equal to 1 if non-carer subgroup

We can then fit the basic model using the following code:

# read the nlme library
library(nlme)

# transform the variables for LMM fit
d_example$t_intercept = 1 / d_example$te_se
d_example$t_te = d_example$t_intercept * d_example$te
d_example$t_carer = d_example$t_intercept * d_example$carer
d_example$t_no_carer = d_example$t_intercept * d_example$no_carer

# fit the model - notice we constrain the residual error to 1
lme(t_te ~ t_intercept + t_carer - 1, # model formula

random = list(~ 0 + t_carer |study, # carer specific random effect
~ 0 + t_no_carer |study, # non carer specific random effect
~ t_intercept - 1 | study), # study random effect
data = d_example, control = list(sigma = 1)) # contrain the residual error
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1.1.1 Basic model with correlation pattern

We can fit a model with a correlation pattern using the following code:

lme(t_te ~ t_intercept + t_carer - 1, # model formula
random = list(~ 0 + t_carer |study, # carer specific random effect
~ 0 + t_no_carer |study), # non carer specific random effect,
correlation = corCompSymm(form = ~ t_intercept - 1 | study), # correlation pattern
data = d_example, control = list(sigma = 1)) # contrain the residual error

There are multiple different correlation patterns in the nmle package in R [14], the above code
is an example of one.

1.2 SAS

We wish to show two different ways to fit the subgroup meta-analysis. The first is a way to fit the
basic LMM model (1) without the subgroup specific random effects and the second version shows
how to fit the basic LMM model (1) with the subgroup specific random effects.

1.2.1 Basic model with no subgroup specific random effect

Where it is not possible to constrain the error variances in R, it is possible to constrain them in
SAS. Let d_var be a data set containing a single variable, where the first observation is an arbitrary
value of the variance of the random effect of study and the remaining observations are the actual
estimated variances of the subgroup specific estimated treatment effects. We can then fit a model
that constrain the error variances.

proc mixed data=d_example;
class study carer(ref = ’0’) _ ;
model te = carer;
random study;
REPEATED / GROUP = _;
parms / parmsdata = d_var EQCONS=2 to 18;
run;

Here parms / parmsdata = d_var EQCONS=2 to 18; sets the residuals equal to the observed vari-
ances.

1.2.2 Basic model with subgroup specific random effect

Since we can not fit the subgroup specific random effects using this model, we need to use the
same trick as done in R. Assume that we have already transformed the variables as done in the R
example. The SAS code for fitting the basic model is then:

proc mixed data=d_example;
class carer study;
model t_te = t_intercept t_carer / noint;
random t_intercept t_carer t_no_carer / sub = study;
parms (0) (0) (0) (1) / hold = 4;
run;

Here we constrain the residual error to 1 by using parms (0) (0) (0) (1) / hold = 4;.

2
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2 Simulation step-by-step

2.1 Simulating studies where all subgroups are presented

2.1.1 Step 1- Set parameters

Define number of studies J , and set the remaining parameters from the parameter table provide in
the paper. The following steps are then repeated 10000 times.

2.1.2 Step 2 - Generate IPD

From a uniform distribution sample the number of participants in the treatment groups nj1,treatment =
nj2,treatment ∼ Unif(20, 120). We assume that there is equal number of participants per treatment
group in the same subgroup per study, hence nj1,treatment = nj1,control. To introduce variation
in the subgroup sizes, the proportion of subgroup 2 in relation to subgroup 1 can vary from -
60% to +60%. Hence nj2,treatment = nj2,control = nj1,treatment · Unif(0.4, 1.6). We then have
nj1,treatment+nj1,control+nj2,treatment+nj2,control = nj which is the total number of participants for
study j. Of these nj1,treatment+nj2,treatment participants will have treatment zijk = 1, where the re-
maining are in the non-treatment group and will have zijk = 0. Further will nj2,treatment+nj2,control

participants be in subgroup 2 xijk = 1 and for the remaining participants (those in subgroup 1),
xijk = 01. Finally we simulate j samples from normal distribution Bj ∼ N (0, τ2) repetating each nj

times, and respectively sampling nj2 times from Gj2 ∼ N (0, τ22 ) and nj1 times from Gj1 ∼ N (0, τ21 )
per study j. Use then (7) or (8) for simulating θijk depending on wheter we are simulating study
confounding.

2.1.3 Step 3 - Fit IPD and aggregate to AD

For each study, we run a linear regression model to estimate the treatment effects, θ̂j1 and θ̂j2, and
their standard errors sj1 and sj2. This data, the estimated treatment effects and their standard
errors, will be used for the basic model and the two-stage subgroup meta-analysis. For the interaction
meta-analysis, we need the difference in treatment effect. As our outcome is numeric and normally
distributed, we simply calculate the difference in treatment effect λ̂j and it’s standard error sj as:

λ̂j = θ̂j2 − θ̂j1, and s2j = s2j2 + s2j1.

2.1.4 Step 4 - Fit the models

The last step prepares the data and fits the models. The R package metafor will be used for
fitting respectively the fixed and random effects versions of the interaction meta-analysis and the
fixed and random effects version of the subgroup specific meta-analysis. As the subgroup specific
meta-analysis is a difference, the difference and belonging standard error is calculated.

For fitting the basic LMM model, we use R.

2.2 Simulating studies where not all subgroups are reported

When simulating studies where not all subgroups are reported, we start with deciding how many
subgroups should be removed. This is either a fixed number (four) or a percentage (50%) of the
studies included in the meta-analysis. The procedure is first to randomly pick which studies will
only report on one subgroup, the next is then to randomly pick which of the subgroups are then
removed. This is done for each simulation.
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The same steps are then done as in subsection 2.1, with the exception of step 3 where we remove
the selected subgroups. This means that we reduce the data for the basic LMM model and the
subgroup specific meta-analysis where the number of removed subgroups are equal to the number of
removed observations for these two models. For the interaction meta-analysis model, we will need
to remove the studies missing one subgroup completely as it is not possible to include studies for
which a difference can not be calculated.

2.3 Simulating studies without subgroup specific treatment effects

For simulating studies where, for some studies, we only have pooled treatment effect, we start with
deciding how many studies should have pooled estimates. This is either a fixed number (four) or
a percentage (50%) of the studies included in the meta-analysis. After selecting the studies, the
pooled estimate and belonging standard error are calculated using the IPD per selected study.

The same steps are then done as in subsection 2.1, but with the expection of step 3 where we
do not fit the pooled data to the subgroup specific meta-analysis model and the interaction meta-
analysis. Hence the data will be reduced for these to models. The basic model with extension to
pooled data is used to fit the basic model (6). We also use the study-level confounding adjustment.

4
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3 Simulation results

This section contains the additional simulations from section 6.3.2 and 6.3.3.

3.1 Incomplete reporting: Studies without all subgroups

This subsection contains the additional simulations from section 6.3.2.

J = 6 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.5027 0.0353 0.0027 182% 0.7615 0.0425 0.2615 63%
RE Two-stage SMA 0.5027 0.0367 0.0027 175% 0.7515 0.0428 0.2515 66%
FE Interaction MA 0.5041 0.0714 0.0041 90% 0.5041 0.0714 0.0041 98%
RE Interaction MA 0.5038 0.0752 0.0038 85% 0.5038 0.0752 0.0038 93%
Basic LMM model (4) 0.5038 0.064 0.0038 Ref. 0.4861 0.0698 -0.0139 Ref.

J = 10 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.498 0.0163 -0.002 123% 0.6654 0.0179 0.1654 48%
RE Two-stage SMA 0.4982 0.0167 -0.0018 120% 0.6486 0.0185 0.1486 54%
FE Interaction MA 0.4978 0.0215 -0.0022 93% 0.4978 0.0215 -0.0022 101%
RE Interaction MA 0.4981 0.0221 -0.0019 91% 0.4981 0.0221 -0.0019 99%
Basic LMM model (4) 0.4978 0.02 -0.0022 Ref. 0.4976 0.0217 -0.0024 Ref.

J = 20 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4999 0.007 -1e-04 110% 0.6158 0.0074 0.1158 40%
RE Two-stage SMA 0.4998 0.0071 -2e-04 109% 0.5943 0.0078 0.0943 49%
FE Interaction MA 0.5 0.008 0 97% 0.5 0.008 0 103%
RE Interaction MA 0.5 0.0081 0 96% 0.5 0.0081 0 102%
Basic LMM model (4) 0.4998 0.0077 -2e-04 Ref. 0.4805 0.0079 -0.0195 Ref.

Table 1: Simulating incomplete reported data with respectively six, ten and 20 studies all missing
4 subgroups. Results are with and without confounding. Efficiency (EFF) is calculated as the ratio
between the mean squared error (MSE) of the basic LMM model compared to the specific models.
The basic LMM model is used as the reference.
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3.2 Incomplete reporting: Studies not reporting subgroup specific treatment
effects

This subsection contains the additional simulations from section 6.3.3.

J = 6 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.5021 0.0727 0.0021 86% 0.5361 0.0748 0.0361 91%
RE Two-stage SMA 0.5012 0.0775 0.0012 80% 0.5142 0.0806 0.0142 86%
FE Interaction MA 0.5019 0.0731 0.0019 85% 0.5019 0.0731 0.0019 95%
RE Interaction MA 0.5009 0.0782 9e-04 80% 0.5009 0.0782 9e-04 89%
Basic LMM model (4) 0.4914 0.0623 -0.0086 Ref. 0.4928 0.0693 -0.0072 Ref.

J = 10 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4992 0.0222 -8e-04 91% 0.5605 0.023 0.0605 81%
RE Two-stage SMA 0.4991 0.0228 -9e-04 89% 0.5366 0.0247 0.0366 83%
FE Interaction MA 0.4991 0.0225 -9e-04 90% 0.4991 0.0225 -9e-04 96%
RE Interaction MA 0.499 0.0232 -0.001 87% 0.499 0.0232 -0.001 93%
Basic LMM model (4) 0.4904 0.0201 -0.0096 Ref. 0.4909 0.0215 -0.0091 Ref.

J = 20 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.5005 0.0078 5e-04 96% 0.5693 0.0081 0.0693 60%
RE Two-stage SMA 0.5005 0.0079 5e-04 95% 0.5447 0.0087 0.0447 72%
FE Interaction MA 0.5006 0.008 6e-04 95% 0.5006 0.008 6e-04 97%
RE Interaction MA 0.5007 0.0081 7e-04 93% 0.5007 0.0081 7e-04 96%
Basic LMM model (4) 0.4955 0.0075 -0.0045 Ref. 0.4966 0.0077 -0.0034 Ref.

Table 2: Simulating incomplete reported data with respectively six, ten and 20 studies. Four studies
does not report subgroup specific treatment effects. Results are with and without confounding.
Efficiency (EFF) is calculated as the ratio between the mean squared error (MSE) of the basic
LMM model compared to the specific models. The basic LMM model is used as the reference.
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4 Additional simulation results

In this section, we do not add the study-level confounding adjustment term to any of the models.

4.1 Complete reporting

J = 6 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.5003 0.0218 3e-04 102% 0.5613 0.0228 0.0613 90%
RE Two-stage SMA 0.4998 0.0224 -2e-04 99% 0.5365 0.0242 0.0365 93%
FE Interaction MA 0.5001 0.0221 1e-04 100% 0.5001 0.0221 1e-04 108%
RE Interaction MA 0.4999 0.0227 -1e-04 98% 0.4999 0.0227 -1e-04 105%
Basic LMM model (1) 0.4998 0.0222 -2e-04 Ref. 0.5255 0.0232 0.0255 Ref.

J = 10 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4997 0.0129 -3e-04 101% 0.5656 0.0134 0.0656 81%
RE Two-stage SMA 0.4998 0.0131 -2e-04 99% 0.5415 0.0144 0.0415 89%
FE Interaction MA 0.4997 0.013 -3e-04 100% 0.4997 0.013 -3e-04 110%
RE Interaction MA 0.4997 0.0133 -3e-04 98% 0.4997 0.0133 -3e-04 107%
Basic LMM model (1) 0.4998 0.013 -2e-04 Ref. 0.5247 0.0137 0.0247 Ref.

J = 20 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4995 0.0062 -5e-04 101% 0.5692 0.0064 0.0692 63%
RE Two-stage SMA 0.4996 0.0063 -4e-04 100% 0.5445 0.007 0.0445 79%
FE Interaction MA 0.4996 0.0063 -4e-04 99% 0.4996 0.0063 -4e-04 112%
RE Interaction MA 0.4997 0.0064 -3e-04 98% 0.4997 0.0064 -3e-04 111%
Basic LMM model (1) 0.4996 0.0063 -4e-04 Ref. 0.5228 0.0066 0.0228 Ref.

Table 3: Simulating complete reported data with respectively six, ten and 20 studies. Results are
with and without confounding. Efficiency (EFF) is calculated as the ratio between the mean squared
error (MSE) of the basic LMM model compared to the specific models. The basic LMM model is
used as the reference.
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4.2 Incomplete reporting: Studies without all subgroups

We fit the basic LMM model with no bias adjustment

4.2.1 Four studies without all subgroups

J = 6 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.5027 0.0353 0.0027 102% 0.7615 0.0425 0.2615 91%
RE Two-stage SMA 0.5027 0.0367 0.0027 98% 0.7515 0.0428 0.2515 95%
FE Interaction MA 0.5041 0.0714 0.0041 50% 0.5041 0.0714 0.0041 141%
RE Interaction MA 0.5038 0.0752 0.0038 48% 0.5038 0.0752 0.0038 134%
Basic LMM model (1) 0.5027 0.0361 0.0027 Ref. 0.7366 0.0444 0.2366 Ref.

J = 10 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.498 0.0163 -0.002 101% 0.6654 0.0179 0.1654 71%
RE Two-stage SMA 0.4982 0.0167 -0.0018 99% 0.6486 0.0185 0.1486 79%
FE Interaction MA 0.4978 0.0215 -0.0022 77% 0.4978 0.0215 -0.0022 148%
RE Interaction MA 0.4981 0.0221 -0.0019 75% 0.4981 0.0221 -0.0019 145%
Basic LMM model (1) 0.4981 0.0165 -0.0019 Ref. 0.6107 0.0197 0.1107 Ref.

J = 20 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4999 0.007 -1e-04 101% 0.6158 0.0074 0.1158 52%
RE Two-stage SMA 0.4998 0.0071 -2e-04 100% 0.5943 0.0078 0.0943 65%
FE Interaction MA 0.5 0.008 0 89% 0.5 0.008 0 137%
RE Interaction MA 0.5 0.0081 0 87% 0.5 0.0081 0 135%
Basic LMM model (1) 0.4998 0.0071 -2e-04 Ref. 0.5544 0.008 0.0544 Ref.

Table 4: Simulating incomplete reported data with respectively six, ten and 20 studies. Four studies
are missing a subgroup. Results are with and without confounding. Efficiency (EFF) is calculated
as the ratio between the mean squared error (MSE) of the basic LMM model compared to the
specific models. The basic LMM model is used as the reference.
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4.2.2 50% of studies missing a subgroup

J = 6 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4997 0.0313 -3e-04 102% 0.6903 0.0359 0.1903 85%
RE Two-stage SMA 0.4996 0.0324 -4e-04 99% 0.6757 0.0369 0.1757 90%
FE Interaction MA 0.5009 0.0461 9e-04 69% 0.5009 0.0461 9e-04 132%
RE Interaction MA 0.5007 0.0481 7e-04 66% 0.5007 0.0481 7e-04 127%
Basic LMM model (1) 0.4998 0.032 -2e-04 Ref. 0.6492 0.0388 0.1492 Ref.

J = 10 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4996 0.0172 -4e-04 102% 0.7008 0.0192 0.2008 75%
RE Two-stage SMA 0.4996 0.0177 -4e-04 99% 0.6869 0.0198 0.1869 81%
FE Interaction MA 0.5 0.0265 0 66% 0.5 0.0265 0 168%
RE Interaction MA 0.5004 0.0271 4e-04 65% 0.5004 0.0271 4e-04 164%
Basic LMM model (1) 0.4996 0.0176 -4e-04 Ref. 0.6492 0.0221 0.1492 Ref.

J = 20 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4983 0.0088 -0.0017 101% 0.7077 0.0096 0.2077 61%
RE Two-stage SMA 0.4982 0.0089 -0.0018 100% 0.6925 0.0099 0.1925 68%
FE Interaction MA 0.4983 0.013 -0.0017 68% 0.4983 0.013 -0.0017 245%
RE Interaction MA 0.498 0.0132 -0.002 67% 0.498 0.0132 -0.002 241%
Basic LMM model (1) 0.4981 0.0089 -0.0019 Ref. 0.643 0.0115 0.143 Ref.

Table 5: Simulating incomplete reported data with respectively six, ten and 20 studies. 50% of
studies are missing a subgroup. Results are with and without confounding. Efficiency (EFF) is
calculated as the ratio between the mean squared error (MSE) of the basic LMM model compared
to the specific models. The basic LMM model is used as the reference.
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4.3 Studies not reporting subgroup specific treatment effects

We fit the basic LMM model with no bias adjustment

4.3.1 Four studies having pooled data

J = 6 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.5021 0.0727 0.0021 70% 0.5361 0.0748 0.0361 137%
RE Two-stage SMA 0.5012 0.0775 0.0012 65% 0.5142 0.0806 0.0142 129%
FE Interaction MA 0.5019 0.0731 0.0019 69% 0.5019 0.0731 0.0019 143%
RE Interaction MA 0.5009 0.0782 9e-04 65% 0.5009 0.0782 9e-04 133%
Basic LMM model (1) 0.467 0.0495 -0.033 Ref. 0.6674 0.0763 0.1674 Ref.

J = 10 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4992 0.0222 -8e-04 86% 0.5605 0.023 0.0605 104%
RE Two-stage SMA 0.4991 0.0228 -9e-04 83% 0.5366 0.0247 0.0366 107%
FE Interaction MA 0.4991 0.0225 -9e-04 84% 0.4991 0.0225 -9e-04 123%
RE Interaction MA 0.499 0.0232 -0.001 82% 0.499 0.0232 -0.001 120%
Basic LMM model (1) 0.4839 0.0187 -0.0161 Ref. 0.5632 0.0238 0.0632 Ref.

J = 20 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.5005 0.0078 5e-04 93% 0.5693 0.0081 0.0693 73%
RE Two-stage SMA 0.5005 0.0079 5e-04 92% 0.5447 0.0087 0.0447 89%
FE Interaction MA 0.5006 0.008 6e-04 91% 0.5006 0.008 6e-04 119%
RE Interaction MA 0.5007 0.0081 7e-04 90% 0.5007 0.0081 7e-04 118%
Basic LMM model (1) 0.4931 0.0072 -0.0069 Ref. 0.5367 0.0081 0.0367 Ref.

Table 6: Simulating incomplete reported data with respectively six, ten and 20 studies. Four studies
are not reporting subgroup specific treatment effects. Results are with and without confounding.
Efficiency (EFF) is calculated as the ratio between the mean squared error (MSE) of the basic LMM
model compared to the specific models. The basic LMM model is used as the reference.
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4.3.2 50% of studies missing a subgroup

J = 6 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4994 0.0459 -6e-04 81% 0.5465 0.0478 0.0465 116%
RE Two-stage SMA 0.4984 0.0481 -0.0016 77% 0.5227 0.051 0.0227 112%
FE Interaction MA 0.4992 0.0464 -8e-04 80% 0.4992 0.0464 -8e-04 124%
RE Interaction MA 0.4984 0.0486 -0.0016 76% 0.4984 0.0486 -0.0016 119%
Basic LMM model (1) 0.4793 0.0367 -0.0207 Ref. 0.5878 0.05 0.0878 Ref.

J = 10 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.499 0.0269 -0.001 81% 0.5576 0.028 0.0576 116%
RE Two-stage SMA 0.4989 0.0278 -0.0011 78% 0.5342 0.0299 0.0342 117%
FE Interaction MA 0.499 0.0272 -0.001 80% 0.499 0.0272 -0.001 133%
RE Interaction MA 0.499 0.0281 -0.001 77% 0.499 0.0281 -0.001 129%
Basic LMM model (1) 0.4789 0.0213 -0.0211 Ref. 0.5866 0.0288 0.0866 Ref.

J = 20 βstudy−confounding = 0 βstudy−confounding = 0.5

Mean Var Bias EFF Mean Var Bias EFF
FE Two-stage SMA 0.4992 0.0127 -8e-04 84% 0.5649 0.0132 0.0649 110%
RE Two-stage SMA 0.4991 0.0129 -9e-04 83% 0.5409 0.014 0.0409 123%
FE Interaction MA 0.4995 0.0129 -5e-04 83% 0.4995 0.0129 -5e-04 148%
RE Interaction MA 0.4995 0.0131 -5e-04 81% 0.4995 0.0131 -5e-04 146%
Basic LMM model (1) 0.4787 0.0102 -0.0213 Ref. 0.5743 0.0137 0.0743 Ref.

Table 7: Simulating incomplete reported data with respectively six, ten and 20 studies. 50% of
studies do not report subgroup specific treatment effects. Results are with and without confounding.
Efficiency (EFF) is calculated as the ratio between the mean squared error (MSE) of the basic LMM
model compared to the specific models. The basic LMM model is used as the reference.
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Abstract

The R Trial Sequential Analysis (RTSA) package provides a set-up for trial sequential
analysis in R. Trial sequential analysis is an adaptation of group sequential methods for
randomised clinical trials to meta-analyses. The functions included in the package are
meant to aid the user in creating either prospective or retrospective end-to-end sequential
meta-analyses. Starting from the meta-analysis itself till adopting or investigating the
effect of a sequential testing regime, the user will be provided with guidance about the
validity of the evidence, interpretation of the inference, and more. As many considera-
tions are required to do a proper analysis of a sequentially updated meta-analysis, the
package includes several vignettes to support the users of the package. The sequential
methods for meta-analyses in the RTSA package stems from Trial Sequential Analysis,
software implemented in Java, and can be considered an extended version of the software
originally implemented as stand-alone. The R package RTSA offers a larger library of
methods compared to Trial Sequential Analysis in Java, including new gold standards
within sequentially updated meta-analysis.

Keywords: Trial Sequential Analysis, Sequential meta-analysis, Retrospective meta-analysis,
Prospective meta-analysis, Trial Sequential Analysis in R.

1. Introduction
Randomized trials are often repeated in different settings and with only minor differences. A
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2 RTSA: The Updated Version of Trial Sequential Analysis

meta-analysis is the statistical synthesisation of these trials’ results, boiling down the different
effect estimates to one intervention effect estimate. This pooled estimate aims to encapsulate
the general direction, size, and variability of the individual trials’ effect estimates. Besides
getting one overall estimate of the effect, a potential benefit of the meta-analysis is the increase
in power Deeks et al. (2019). When new trials emerge, and more evidence is created, the meta-
analysis can be updated to potentially add more power and also to update the intervention
effect estimate. However, many meta-analyses are updated without adjusting for multiplicity.
R has an extensive library of meta-analysis packages, some of the most popular being: metafor
Viechtbauer (2010), meta Schwarzer et al. (2015), and dmetar Harrer et al. (2019). Evidence
from a well-conducted meta-analysis is considered to be one of the best sources for assessment
of intervention effects Ioannidis (2022). It also captures trends by synthesizing results as
evidence accumulates over time as described in a Living Systematic Review Simmonds et al.
(2017). In the effort to reduce research waste, some journals require at least one meta-analysis,
if not a systematic review with a meta-analysis, before submitting a randomised clinical trial
Chalmers et al. (2014). However, a meta-analysis can have problems with the validity of it’s
statistical analyses. By being updated over time, as it will in many applications, it is difficult
to control type-I- and type-II-errors. RTSA aims to provide statistical methods and guidance
to the statistical analysis when a meta-analysis becomes sequential.
Updating a meta-analysis and thereby repeating the same hypothesis test will inflate the
type-I-error, hence the risk of false rejection of the null hypothesis is increasing above the
specified level often set to 2.5% or 5% Wetterslev et al. (2017) Pogue and Yusuf (1997)
Wetterslev et al. (2008) Imberger et al. (2015) Imberger et al. (2016). Several methods, most
of them inspired by group sequential methods in clinical trials, have emerged to minimize
the inflation of the type-I-error in cumulative meta-analysis. Group sequential methods allow
single trials to analyse the null hypothesis multiple times as the trial data accumulates during
the trial while still preserving the type-I-error. The trial can stop early if the hypothesis can
be rejected. Each analysis during a single trial is called an interim analysis, while the analysis
carried out when all data has been accumulated (if the trial has not stopped early) is called
the final analysis. Meta-analysis can be adapted to fit into a group sequential testing regime
by having interim analyses, e.g. per newly added trial. Besides allowing for more control of
the type-I-error, another reason to impose a sequential design to cumulative meta-analysis is
to be able to stop recruitment of new trials early. Just as in sequential methods for a single
trial, stopping early for findings of superiority, inferiority, or futility can be achieved. Another
key point of using sequential meta-analysis is the ability to derive the power of the analysis
together with the required meta-analytic sample size calculation. Many meta-analyses are
underpowered even though the authors are not made aware Wetterslev et al. (2008).
There are multiple methods for sequential meta-analysis. Among these are Bayesian sequen-
tial meta-analysis including semi-Bayesian Turner et al. (2014), fully-Bayesian Spence et al.
(2016) methods, and frequentist sequential meta-analysis such as sequential meta-analysis by
Whitehead Whitehead (2002), and Trial Sequential Analysis (TSA) Wetterslev et al. (2008).
None of these methods are currently implemented in R. The user must instead first use a
package to conduct a meta-analysis and then try to fit that meta-analysis into one of the
group sequential packages developed for clinical trials. These include gsDesign Anderson
(2022) and rpact Wassmer and Pahlke (2022). RTSA intends to fill this exact gap with an
updated implementation of TSA.
TSA is a software created for sequential meta-analysis which, until now, only has been imple-
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mented as stand-alone and written in Java Wetterslev et al. (2008) Thorlund et al. (2011). As
gold standards of doing both meta-analysis and sequential meta-analysis develop over time,
the Java implementation does not include all current best-practices. Therefore, the RTSA
implementation includes several new features compared to the original Java implementation.
RTSA is easier to update with new features or best-practices and adds transparency for a
larger population of users of the code, since the code is publicly available. The assumptions
of the methods implemented can now be more easily investigated and tested by, e.g. sim-
ulation studies which has not been possible to do without hard coding until now. Another
great advantage of the RTSA package is the vignettes which can aid practitioners in using
the software in the best possible way.
This paper serves as an introduction to the main functionalities of RTSA and is structured
as follows. A condensed version of the background theory surrounding meta-analysis and
group sequential methods is given in Section 2. Section 3 describes some of the most impor-
tant considerations to be made before using sequential meta-analysis. Section 4 describes the
package structure and how to use the main function RTSA(). RTSA() consists of four sub-
functions: metaanalysis(), ris(), boundaries() and inference(). The most important
of the subfunctions will be described in Section 5. Finally, in Section 6, we discuss the main
contributions of the package including the future plans for RTSA.

2. Methods
We start by describing some background theory on meta-analysis and sequential meta-analysis.

2.1. Meta-analysis
Consider K trials all investigating an identical or comparable hypothesis. Each study k,
where k = 1, . . . , K, provides an estimated effect size θ̂k and standard error sk. A meta-
analysis synthesizes the effect sizes into one pooled effect size by taking a weighted average
of the observed effect sizes. A common choice of measure for the weights is the inverse of the
variance of the trial estimate. The weights which we denote wk, the pooled effect size θ̂ and
the variance of θ̂ can then be calculated by:

wk = 1
s2

k

, θ̂ =
∑

k wkθ̂k∑
k wk

, and var(θ̂) = 1∑
k wk

. (1)

Other methods for weighting are Mantel-Haenszel (MH) methods which are appropriate to
use for binary outcome data when the number of events and participants are small and there
is a large number of trials Deeks et al. (2019). The MH methods can be used for odds ratios
(OR), relative risks (RR), or risk differences (RD).
The model in (1) assumes that there is one true effect θ, which we are trying to estimate
and that θ̂k ∼ N (θ, σ2

k). Such a meta-analysis is called a fixed-effect or common-effect meta-
analysis. If the trials included does not apply almost identical trial designs or it is believed
that the trials for other means are different from each other, but are still comparable, it
might be more appropriate to use a random-effects meta-analysis. Here we assume instead
that θ̂k ∼ N (θk, σ2

k) with θk ∼ N (θ, τ2). Hence the assumption of one true effect is no
longer true. Instead each trial is expected to have its own true effect and the meta-analysed
estimate is now the mean of a distribution of trial effects. The random-effects meta-analysis is
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conducted by including a term for heterogeneity, τ2, to the weights. τ2 describes the between-
trial variation. The assumption of a random-effects meta-analysis changes the pooled effect
estimate and its estimated variance from (1) into:

wR
k = 1

s2
k + τ̂2 , θ̂R =

∑
k wR

k θ̂k∑
k wR

k

, and var(θ̂R) = 1∑
k wR

k

. (2)

Here the common method for estimating the variance in the random-effects meta-analysis is
done using an estimator by DerSimonian-Laird DerSimonian and Laird (1986). An adjustment
of the variance estimate which assumes a t distribution instead of a normal distribution is the
Hartung-Knapp-Sidik-Jonkman adjustment, which has been shown to be more stable when
having a smaller number of trials IntHout et al. (2014).
When the heterogeneity, τ2, has been estimated there exists several methods to quantify the
size of the heterogeneity relative to the noise. Two of them are inconsistency (I2) introduced
by Higgins and Thompson (2002) Higgins (2003) and diversity (D2) introduced by Wetterslev
et al. (2009):

I2 = τ2

τ2 + σ2
M

and D2 = τ2

τ2 + σ2
D

. (3)

Both aim at estimating the proportion of between-trial variation τ2 of the total variation
with differing assumptions about the within-trial error σ2, calculated by σ2

M Higgins and
Thompson (2002) or σ2

D Wetterslev et al. (2009).

Sample and trial size calculation
An estimate of the sample size of the meta-analysis is required to perform a sequential meta-
analysis using TSA. For fixed-effect meta-analysis, only a minimum sample size is required
to achieve a specific power. Sample size is labelled required information size (RIS) in TSA
Wetterslev et al. (2009). By the assumption of normality of the pooled effect estimate, the
RIS of a meta-analysis under the fixed-effect model can be calculated by:

RIS = 4 · (z1−α/side + zβ)2 · ν

θ2 . (4)

Where zx is the x’th quantile of the standard normal distribution, α is the type-I-error, side
is the side of the test (one or two-sided), β is the type-II-error (1 − β is the power), ν is
the expected variance and θ is the minimal clinical value of interest Pogue and Yusuf (1997).
For binary data are ν = (1 − p0)p0, p0 = (pI + pC)/2, and θ = pC − pI , with pI being the
probability for event in the intervention group and pC being the probability for event in the
control group. θ is either the minimum clinical relevant RD or the log of the minimum clinical
relevant OR or RR.
Under the assumption of a random-effects meta-analysis, it is necessary to have both a mini-
mum number of trials as well as participants to achieve a specific power Kulinskaya and Wood
(2013). Given a value of the heterogeneity τ it is possible to calculate the minimum required
number of trials needed using:

θ̃√
Var(θ̃)

= z1−α/side + z1−β, where Var(θ̃) =
(∑

k

1
2 · s2

k/nk + τ2

)−1

, (5)
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where nk is the number of participants in trial k. Then, we will have the defined power, 1 − β
when:

τ2 <
θ · K

(
z1−α/side + z1−β

)2 .

here K is the number of trials. With an estimate of K, we can calculate the number of
participants per trial:

nk = 2 · σ2

θ·K
(z1−α/side+z1−β)2 − τ2 (6)

The formulas are all derived from Kulinskaya and Wood (2013). Note that K is a minimum
number of trials required. Any choice of K ′ > K will also achieve the specified level of power
while affecting the number of required participants per trial. Often the total participants
requirement will be less for larger K, however, too large a K will result in very small trials
removing the value of the single trials.
Under the assumption of a random-effects model, other suggestions have been made to cal-
culate the sample size of a meta-analysis using inconsistency I2 or diversity D2:

RISD2 = 1
1 − D2 · 4 · (z1−α/2 + z1−β)2 · ν

θ2 .

RISI2 = 1
1 − D2 · 4 · (z1−α/2 + zβ)2 · ν

θ2 .

It has been shown that the power requirements are not guaranteed to be met using the
diversity adjustment Kulinskaya and Wood (2013). As the inconsistency adjustment leads to
smaller or equal sample sizes to the diversity adjusted sample size Wetterslev et al. (2009), we
exepct that the power requirements are also not guaranteed when adjusting by inconsistency.
Note that the meta-analysis sample size requirement will change when the meta-analysis is
using a sequential design. A sequential meta-analysis using a group sequential design will
have a larger required information size than those calculated with formulas (4) for fixed-effect
meta-analysis or (6) for random-effects meta-analysis. To achieve the wanted level of power
when using a sequential design, we need to scale the RIS calculated from (4) or (6). We will
see examples of this in the next subsection 2.2, and in subsection 5.3 we will compare the
sample size of a sequential meta-analysis with and without a sequential design.

2.2. Sequential meta-analysis
Sequential meta-analysis, as in TSA, is based almost entirely on sequential methods for clinical
trials Wetterslev et al. (2017). If familiar with group sequential designs, it will be clear that
sequential meta-analysis is an adaptation of the key elements of group sequential designs. The
following subsections will describe some of the key elements of group sequential methods but
will not go into depth about the technical details. Jennison and Turnbull (1999) and Wassmer
and Brannath (2016) are great resources for the theory behind group sequential methods.

Sequential testing
Consider a group of research centers deciding to conduct K trials with the purpose of sequen-
tially combining them in meta-analyses – i.e. planning a prospective sequential meta-analysis.
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6 RTSA: The Updated Version of Trial Sequential Analysis

After each trial finishes the results of the finished trials are combined in a meta-analysis result-
ing in K − 1 = M potential meta-analyses. At each interim meta-analysis m, m = 1, . . . , M ,
the null hypothesis of interest is tested. Here m = 1 corresponds to the first two trials being
meta-analysed, m = 2 corresponds to the first three trials being meta-analysed, etc. At each
interim, the test statistic is calculated by:

Zm = θ̂(m)
√

var(θ̂(m))
, (7)

where θ̂(m) is the pooled effect estimated from meta-analysis m. At each interim m, the
test statistic is evaluated for whether the sequential meta-analysis can stop. The testing
thresholds for stopping are dependent on the time of testing. Let bm for m = 1, . . . , M
be a testing threshold/boundary for the sequential meta-analysis m. Consider that we are
interested in stopping for efficacy or harm. Let bm be the stopping boundaries for efficacy and
−bm for harm. The stopping boundaries are designed such that the type-I-error is protected.
As the design is two-sided, we have symmetric stopping boundaries bm and −bm in this
scenario. A sequential testing scheme is then:

For m = 1, . . . , M − 1 :
if Zm < −bm or Zm > bm stop for efficacy or harm
else continue sequential meta-analysis
For m = M :
if ZM < −bM or ZM > bM stop for efficacy or harm
else stop, the null hypothesis could not be rejected.

How the boundaries should be calculated depends on the distribution of Z = (Z1, Z2, . . . , ZM ),
the timing of the trials in the meta-analysis relative to the required information size, and how
we split the type-I-error and potentially type-II-error during the sequential meta-analysis.
Error-spending functions can be used for splitting the errors across the sequential meta-
analysis. If the function splits the type-I-error, we can call them α-spending functions.

Error spending functions
The control of type-I-error is achieved by splitting the risk of a type-I-error across the analyses
(interims and final). A simple example is to split a type-I-error of 0.05 into two, so 0.025
is spent at the interim analysis and 0.025 is spent at the final analysis. There are a variety
of established so-called α-spending functions. These functions determine the amount of α
spent across the sequential meta-analysis. α-spending functions allow for flexibility in the
design by not requiring to know the exact timing of future interim analyses at the time
of the current interim. Some examples of error-spending functions are Lan and DeMets’
versions of O’Brien-Fleming’s and Pocock’s boundaries DeMets and Lan (1994), the Hwang-
Shih-DeCani’s error spending function Hwang et al. (1990), and the power family Wang and
Tsiatis (1987), Emerson and Fleming (1989), and Pampallona and Tsiatis (1994).
The functions used for α-spending can also be used for β-spending, where the type-II-error
is split across the interim and final analyses making it possible to stop the meta-analysis for
futility. Futility stopping boundaries describe when it is unlikely that the null hypothesis
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will be rejected. With the use of futility boundaries it is possible to stop the sequential
meta-analysis early due to a slim chance of rejecting the null hypothesis.
There are two options when using β-spending as futility boundaries. They are defined as
either binding or non-binding. When using binding futility boundaries, it is strictly assumed
that one will stop the meta-analysis when entering the futility area (crossing a β-spending
boundary). For non-binding futility, it is assumed that one does not stop the meta-analysis
when entering the futility area. More information about binding compared to non-binding
futility can be found in the Futility boundaries vignette.
For examples of α-spending and β-spending boundaries see Figure 1. Here the red lines are the
α-spending boundaries, the blue lines are the β-spending boundaries, and the green lines are
the naive testing boundaries. Crossing a red line means that the null-hypothesis can be safely
rejected without risking inflation of the type-I-error when conducting multiple hypothesis tests
if the meta-analysis is prospective. Figure 1 also shows the increase in required information
size at the top right corner, where we find that the first design (left plot) increases RIS with
2%. The second design (right plot) increases RIS with 26%. The increase in RIS is due to
the sequential design. To reach the wanted level of power under multiple testing in a group
sequential design, the sample size increases compared to a design where we only test the
hypothesis once.
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Figure 1: Examples of α- and β-spending boundaries. Left plot: Two-sided design with α-
spending boundaries (red). Right plot: Two-sided design with α-spending boundaries (red)
and β-spending boundaries set to non-binding futility (blue). All α- and β-boundaries are
computed using error spending function Lan and DeMets’ version of O’Brien-Fleming stopping
boundaries. The sequential designs are created using the plot() function on a boundaries
object from the RTSA package. SMA: sequential meta-analysis. RIS: required information
size.

The testing boundaries are updated as the trials are finished and incorporated in the sequential
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meta-analysis, as it is often not possible to recruit exactly the required number of participants.
Depending on how large the difference is between the assumptions of the design and observed
data, the sequential meta-analysis might be over- or underpowered. Furthermore, inference
such as confidence intervals can be calculated at each interim as the sequential meta-analysis
is updated.

Inference at interim analyses and final analysis
The validity of the naive point estimates, confidence intervals, and p-values are affected by
the sequential design. Computing the metrics naively as done in non-sequential meta-analyses
results in biased estimates if a sequential design is used. There is a selection of methods to
use for adjusting the estimates when having interim analyses in the design. In the scenario
of prospective meta-analyses (see Subsection 2.3), we should use one method while the meta-
analysis is still running and another for when it has stopped. The following two methods can
be used for each scenario, respectively:

• TSA-adjusted method: Computes confidence intervals for sequential meta-analysis with
correct sequence coverage when the meta-analysis has not stopped. This inference
adjustment method is used for continued sequential meta-analyses. These confidence
intervals will, however, be too conservative if the sequential meta-analysis has stopped,
either by crossing a stopping boundary or reaching the required information size, and
should not be used in this scenario.

• Sample space ordered methods: Computes an unbiased median point estimate, confi-
dence interval, and p-value for a stopped sequential meta-analyses. Can only be used
for meta-analyses that either stopped early or continued to the final analysis. There are
several ways to order the sample space. One of the most popular being the stage-wise
ordering proposed by Armitage (1957) which is implemented in RTSA.

TSA-adjusted confidence intervals are identical to what is known as repeated confidence
intervals by Jennison and Turnbull (1984). More information about repeated inference and
the stage-wise ordering can be found in the book by Jennison and Turnbull (1999) and the
book by Wassmer and Brannath (2016).
In the case of retrospective meta-analyses and living systematic reviews (presented below),
there is no guarantee for the validity of the inference. A similar practice of using the afore-
mentioned inference methods can be applied, but one must be conservative when interpreting
the results.

2.3. Sequential meta-analysis by design (prospective) or by circumstance
(retrospective)
The functions in RTSA depend on whether the meta-analysis is prospective or retrospective.
The type is defined by the timing of the trials relative to the planning of the meta-analysis. A
prospective meta-analysis requires that all trials to be included in the meta-analysis are yet
to be performed or at least that the trials’ results are completely unknown when deciding to
conduct the meta-analysis (see subsection 2.2.1). The meta-analysis is retrospective if all or
some trials’ results are published or known. This is the most common situation. Regardless of
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which type of meta-analysis is considered, the decision of conducting a traditional or sequential
meta-analysis should be accompanied by a predefined protocol and statistical analysis plan
(SAP). The sequential design can be chosen for the prospective meta-analysis which will ensure
correct control of type-I-error even if there are multiple interim analyses of the meta-analysis.
RTSA can provide designs for prospective sequential meta-analyses including meta-analysis
sample size calculations. For more information about prospective meta-analysis see Seidler
et al. (2019).
For most meta-analyses some or all of the results of the trials will be known, and there
might even be a prior meta-analysis which one now wishes to update. This means that the
meta-analysis is retrospective and caution should be exercised during the interpretation of
the results of a sequential meta-analysis as they should with a naive meta-analysis on the
same data. Knowledge of trial results or an existing meta-analysis could introduce sequential
decision bias (the decision to make a new trial is conditional on the result of the known trials
or meta-analysis) or sequential design bias (the design of new trials are based on results from
earlier trials) in the meta-analysis Kulinskaya et al. (2015). Sequential decision bias will
cause promising meta-analyses to be more likely to be continued while less favorable meta-
analyses will more likely be discontinued. This creates an upwards bias, an overestimation
of the point estimate, on average. Regardless of the potential bias of retrospective sequential
meta-analysis, a sequential meta-analysis will excert more control over type-I-errors than the
naive meta-analysis, as well as offering an area of futility.

3. Using RTSA
The main function of RTSA is the RTSA() function which can compute a complete sequential
meta-analysis end-to-end. This includes several elements such as a naive meta-analysis, a
Trial Sequential Analysis (sequential boundaries and interim inference), information about
the sample size, and inference of the cumulative Trial Sequential Analysis at the final analysis.
The elements are divided into four sub-functions which all are used by RTSA(). Each of the
sub-elements of RTSA() can be run individually:

• metaanalysis() computing a meta-analysis with naive tests,

• ris() conducts a sample and trial size calculation for retrospective or prospective meta-
analysis used at the planning stage,

• boundaries() calculating testing boundaries and a measure for scaling the sample size
for correct power for the sequential meta-analysis, and,

• inference() computing naive and conditional inference based on the stage of the se-
quential meta-analysis.

Each of these can be called individually, if only specific parts of the sequential meta-analysis
are of interest.
The use of RTSA() depends on the aim and whether the sequential meta-analysis is prospective
or retrospective. If the sequential meta-analysis is prospective, two scenarios are possible:
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1. Planning: Plan a prospective sequential meta-analysis. This must be done prior the
conduct of all the trials which are to be included or at least prior to analysis and
publication of results of one or more of the trials.

2. Analyse prospective meta-analysis: Compute a naive meta-analysis and TSA with con-
ditional inference using the planned design as the data on finished trials accumulate.

If the sequential meta-analysis is retrospective only one option is possible:

3. Analyse retrospective meta-analysis: Compute a naive meta-analysis, TSA and condi-
tional inference with a retrospectively created design as the trials used in the meta-
analysis accumulate.

Table 1 and 2 describes the arguments used in the RTSA() function depending on the whether
the function is used for design or analysis as described above. We will now describe the
RTSA() function in greater detail using toy-data for prospective sequential meta-analysis and
a real data example for retrospective sequential meta-analysis.

3.1. Planning a prospective sequential meta-analysis
In planning a sequential meta-analysis, RTSA() uses the sub-functions ris() and boundaries().
The subfunctions are in this scenario not dependent on each other as shown on Figure 2.

RTSA()
ris()

Sample and trial
size calculation

for meta-analysis

boundaries()
Compute boundaries
and power scalar for

sequential testing

plot.RTSA()
Plot design

print.RTSA()
Print design

Figure 2: Subfunctions used in RTSA() and types of output when RTSA() is used for planning
a prospective sequential meta-analysis.

To use the function for planning, parameters for a sample and trial size calculation are required
as well as an estimate of the cumulative timing of the trials. The main arguments for a design
in the RTSA() are:

RTSA(type = "design", outcome, timing, mc, ...)

The argument type = "design" is used for specifying that the RTSA() function is used for
planning a prospective sequential meta-analysis. Furthermore, the design needs to be either
fixed-effect or random-effects meta-analysis. If a random-effects meta-analysis is anticipated
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one must provide a best guess of the heterogeneity expressed by τ2, but options to use
inconsistency I2 or diversity D2 are possible. For the required arguments see Table 1 and 2.
Suppose we are interested in a two-sided test design with binary outcome data using RR as
the outcome metric. The event rate in the control group is expected to be 10%. A relative
risk reduction (RRR) of 20% (RR of 0.8) is the minimum relevant reduction in risk. We
want to have 90% power and a type-I-error of 5%. Four trial centers have agreed on a
sequential meta-analysis, where each center will contribute with a quarter of the participants,
a plausible timing is then c(0.25, 0.5, 0.75, 1). Thus, interim analyses are planned at
25%, 50%, and 75% of participants accumulated. They plan to fit a fixed-effect meta-analysis,
want binding futility and both the α- and β-spending functions are of type Lan and DeMets’
version of O’Brien-Fleming stopping boundaries. A design can then be made as:

R> design_RTSA <- RTSA(type = "design", outcome = "RR", pC = 0.1, mc = 0.8,
+ side = 2, fixed = TRUE, alpha = 0.05, beta = 0.1,
+ timing = c(0.25, 0.5, 0.75, 1.0), es_alpha = "esOF",
+ futility = "binding",
+ es_beta = "esOF")

Here the arguments p0, mc, side, alpha, beta, and side are used for the sample size
calculation by the ris() function and alpha, beta, timing, es_alpha, futility, and
es_beta are used for calculating the testing boundaries by the boundaries(). A thorough
introduction to the subfunctions is provided in Section 4.
The output of RTSA() describes that it was used for design and includes the boundaries for
the sequential design as well as a sample size calculation with and without an adjustment for
the sequential design:

R> design_RTSA

Design with Trial Sequential Analysis was computed with the following settings:

Boundaries for a 2-sided design with a type-I-error of 0.05, and type-II-error
of 0.1.
Futility is set to: binding. Alpha-spending function: esOF.
Beta-spending function: esOF.

The required information size is not adjusted by heterogeneity. The required
information size is further increased with 5 percent due to the sequential
design. The total required information size is 9064.

Timing, and boundaries:
sma_timing upper lower fut_upper fut_lower

0.263 4.333 -4.333 NA NA
0.527 2.963 -2.963 0.299 -0.299
0.790 2.359 -2.359 1.251 -1.251
1.053 1.963 -1.963 1.963 -1.963

sma_timing is the ratio of the required sample for a sequential meta-analysis
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to a non-sequential meta-analysis sample size.

Sample size calculation for standard meta-analysis:
This is a prospective meta-analysis sample size calculation.
The sample size calculation assumes a 2-sided test, equal group sizes,
a type-I-error of 0.05 and a type-II-error of 0.1.
The minimum clinical relevant value is set to: 0.8 for outcome metric RR.
Additional parameters for sample size are:
Probability of event in the control group: 0.1.

Fixed-effect required information size:
8606 participants in total.

For more information about the sample size calculation see vignette:
’Calculating required sample size and required number of trials’.

Sample size calculation for sequential meta-analysis:
Fixed-effect: 9064 participants.

Please note the following warnings:
- The RTSA function is used for design. Boundaries are computed but sequential
inference will not be calculated. Use the metaanalysis() function if
interested in meta-analysis results.

It is seen from the output that the sequential meta-analysis timing requires 1.053 RIS to
reach the wanted level of power. The RIS calculation gives 8606 participants but the required
sample size the sequential meta-analysis is 8606 · 1.053 ≈ 9064. The design can be presented
via print() as just shown or as a plot using plot(). The boundaries and the sample size
calculation is visualised by calling plot(design_RTSA). Figure 5 show a TSA plot generated
from a RTSA() call with type = "analysis".

3.2. Updating a prospective sequential meta-analysis
When updating a prospective sequential meta-analysis, we need the prespecified design and
the accumulating data on the trials. The sequential boundaries are then updated to the data,
as it might not be possible to have the exact allocation of participants and/or events in the
trials as originally planned. As data is provided, a meta-analysis is calculated and conditional
inference is also calculated. Three of the subfunctions are used when the RTSA() function is
used for updating a design. As visualised on Figure 3, the inference() function depend on
both the boundaries but also the results of the cumulative meta-analysis.
The argument type = "analysis" is used for specifying that the RTSA() function is used for
analysing and not planning. The additional remaining arguments which can be used in the
update of a prospective meta-analysis are:

RTSA(type = "analysis", data, design)

Now, we make toy-data to show how to analyse data with a prespecified design can be done
using the RTSA() function and the design from subsection 3.1:
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RTSA()
metaanalysis()

Compute traditional
meta-analysis

boundaries()
Compute boundaries
and power scalar for

sequential testing
inference()

Collect and compute
point estimates,
confidence inter-
vals and p-values

plot.RTSA()
Plot TSA

print.RTSA()
Print TSA

Figure 3: Subfunctions used in RTSA() and types of output when RTSA() is used for updating
a prospective sequential meta-analysis with data.

R> data_example <- data.frame(study = c("A", "B", "C"), nI = c(1200, 1000, 500),
+ nC = c(1100, 1100, 500),
+ eI = c(70, 60, 60), eC = c(80, 80, 80))

Using the data we get:

R> RTSA(type = "analysis", data = data_example, design = design_RTSA)

Trial Sequential Analysis was computed with the following settings:

Boundaries for a 2-sided design with a type-I-error of 0.05, and type-II-error
of 0.1.
Futility is set to: binding. Alpha-spending function: esOF.
Beta-spending function: esOF.

The required information size is not adjusted by heterogeneity. The required
information size is further increased with 5 percent due to the sequential
design. The total required information size is 9064.

Timing, boundaries, and test statistic:
sma_timing upper lower fut_upper fut_lower z_fixed z_random

0.263 4.333 -4.333 NA NA -0.844 -0.844
0.527 2.963 -2.963 0.299 -0.299 -1.811 -1.811
0.790 2.359 -2.359 1.251 -1.251 -2.478 -2.478
1.053 1.963 -1.963 1.963 -1.963 NA NA

sma_timing is the ratio of the required sample for a sequential meta-analysis
to a non-sequential meta-analysis sample size.

Timing, outcomes, and confidences intervals for fixed-effect and random-effects
models:
sma_timing RR_fixed TSA_0.95lci_fixed TSA_0.95uci_fixed

8.2. MANUSCRIPT II 97



16 RTSA: The Updated Version of Trial Sequential Analysis

0.263 0.875 0.441 1.736
0.527 0.813 0.579 1.141
0.790 0.792 0.634 0.989
1.053 NA NA NA

sma_timing RR_random TSA_0.95lci_random TSA_0.95uci_random
0.263 0.875 0.441 1.736
0.527 0.813 0.579 1.141
0.790 0.792 0.634 0.989
1.053 NA NA NA

lci is the lower limit of the confidence interval. uci is the upper limit of the
confidence interval.

Meta-analysis results:
Fixed pooled effect (RR): 0.79 (95% TSA-adjusted CI: 0.63;0.99), naive p-value:
0.0132
Median unbiased pooled effect (RR): 0.80 (95% SW-adjusted CI: 0.65; 0.96), SW
p-value: 0.0173

Heterogeneity results:
tau^2: 0.00; I^2: 0.0%; D^2: 0.0%; Heterogeneity p-value: 0.7358

Please note the following warnings:
- The order of the Trial Sequential Analysis will be based on the order of the
studies in the data-set. Please add a ’order’ column in the data-set to specify
the order.

- Prob. of event in the control group is set to 0.1. The observed prob. of event
is 0.0706. The power of the sequential might be affected.

The output from RTSA() describes that it was used for analysis and includes the boundaries
for the sequential design. Note that the initial design does not change when updating the
sequential meta-analysis with data. The timing and number of trials might be different than
the original design which affects the stopping boundaries, but the required information size
and whether the model is fixed or random does not change from the settings in the design.
This means that if heterogeneity was not accounted for but is present, the sequential meta-
analysis will be underpowered. If, however, the heterogeneity was smaller or not present when
accounted for in the design the sequential meta-analysis will be overpowered. The power of
the prospective sequential meta-analysis is also affected for larger deviations from the original
number of trials and timings of the sequential meta-analysis. An estimate on how the power
was affected by differences in the design compared to the actual observed data is part of
future versions of the RTSA package.

3.3. Retrospective sequential meta-analysis
When there already is knowledge about trial results or some of the trials have been published
that are going to be part of the meta-analysis, the meta-analysis becomes a retrospective
sequential meta-analysis.
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For an analyses of a retrospective sequential meta-analysis, RTSA() performs a retrospective
sample size calculation for estimating RIS followed by an initial boundary calculation to
calculate the scalar to provide the sequential adjusted estimate of RIS. The boundaries for
the data provided are then calculated based on the observed data together with a naive meta-
analysis. Conditional and unconditional inference are then calculated and collected. All the
sub-functions are used when the meta-analysis is retrospective as shown in Figure 4.

RTSA()ris()
Sample size calcula-

tion for meta-analysis

metaanalysis()
Compute traditional

meta-analysis

boundaries()
Compute scalar to

adjust required
sequential

sample size

boundaries()
Compute boundaries
for sequential testing

inference()
Collect and compute

point estimates,
confidence inter-
vals and p-values

plot.RTSA()
Plot design

print.RTSA()
Print design

Figure 4: Subfunctions used in RTSA() and types of output when RTSA() is used for retro-
spective sequential meta-analysis.

To make a retrospective sample size calculation, we need to provide design parameters for the
level of type-I-error, type-II-error, the minimum relevant clinical value, whether the design
is two- or one-sided, the type of error-spending function, and if/how futility boundaries are
used. Hence the design arguments are used when the meta-analysis is retrospective.
To illustrate the functionality, we use an existing meta-analysis as an example. The data
example is concerned with the risk of infection during surgery. The hypothesis of interest
is whether the fraction of oxygen provided during surgery affects the risk of surgical site
infection during surgery. This null hypothesis has been investigated in multiple trials. A
Cochrane review was performed on 15 trials, comparing an oxygen fraction of 60% to 90%
versus a fraction of 30% to 40%. The primary outcome was surgical site infection Wetterslev
et al. (2015). The perioperative inspiratory oxygen data can be found in the RTSA package
and is named perioOxy:

R> data("perioOxy", package = "RTSA")

The trials in the perioOxy data set are shown in subsection 4.1 and in a forest plot in Figure
6. We will compute a retrospective sequential meta-analysis comparing trials with results
on the difference in incidence of getting surgical site infection between low and high oxygen
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fraction. We will assume that the meta-analysis was updated each time a new trial is added to
the meta-analysis as per their publication year. Hence, we expect to have an interim analysis
at each trial expect for trials which add less than 1% of the required information size. Using
the perioOxy data from the RTSA package an example of a retrospective TSA is:

R> retro_RTSA <- RTSA(type = "analysis", outcome = "RR", pC = 0.129,
+ mc = 0.8, side = 2, data = perioOxy, alpha = 0.05,
+ es_alpha = "esOF", beta = 0.2, futility = "binding",
+ es_beta = "esOF", re_method = "DL", random_adj = "D2")

The setup for the sequential meta-analysis is as follows. We defined the minimum relevant
difference as 20% reduction in relative risk from the control group (RR of 0.8). Furthermore,
we set the baseline risk of event to be the observed proportion of events relative to the sample
in the control group, which is approximately 13%. The null hypothesis is no difference in
relative risk between the different fractions of oxygen of the incidence of surgical site infection.
Thus, a two-sided test is used. We set the significance level α to 5% and power to 80%. α-
and β-spending functions will be Lan and DeMets’ versions of O’Brien-Fleming’s boundaries
and the futility boundaries will be binding. The DerSimonian-Laird estimate will be used for
estimation of the variance in the random-effects meta-analysis and the sample size will be
adjusted by Diversity´.
As with the other two usages of the RTSA() function, the results of the retrospective TSA
can be printed or plotted. Two types of plots are available when the RTSA() function is
used for analysis. If interested in the test-statistic and the testing boundaries, plot() of the
RTSA() call shows the boundaries and the observed test-statistic. If interested in the point
estimate and confidence intervals plot(..., type = "outcome") can be called to visualize
the process on the outcome scale such as, e.g., RR. Figure 5 shows the cumulative test statistic
and the stopping boundaries as a function of the information fraction.
When the meta-analysis is retrospective and becomes sequential, there are several potential
issues including sequential decision bias, sequential design bias, and reduced protection of the
type-I-error Kulinskaya et al. (2015). This means that we cannot interpret point estimates,
confidence intervals and p-values as valid. The retrospective meta-analysis is, however, still
informative. It provides the best guess of the general treatment effect while setting the size
of the current information available in context to the required information size. It further
informs that a hypothesis cannot be tested sequentially without affecting the type-I-error. The
exact level of control of type-I-error in a retrospective sequential meta-analysis is difficult to
quantify. Using the RTSA, one can via simulations investigate different scenarios in context
of the specific sequential meta-analysis to make statements about the expected type-I-error.
How to use the package for simulation is not the focus of this paper but will be an essential
part of a future article.

4. Subfunctions in RTSA
This section describes three subfunctions RTSA that are used in the RTSA() function, but
can also be used independently.

4.1. metaanalysis(): Naive meta-analysis
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Retrospective TSA with: pc 13.0%, RRR 20.0%, alpha 5.0%, beta 20%. Sample size is adjusted by D2.
Methods: Random-effects, DL; Weight IV, alpha spending esOF, futility is non-binding with beta spending esOF.

Pooled effect (RR) 0.87 (95% TSA-adjusted CI: 0.63;1.19), naive p-value 0.1841
𝜏 ̂² 0.07, I ̂² 48.4%, D̂² 63.3%, Heterogeneity p-value 0.0186

Figure 5: Plot generated for RTSA objects, here by calling plot(retro_RTSA). Pictures the
stopping boundaries and the cumulative test-statistic.

The function for meta-analysis in RTSA is metaanalysis(). The function computes a fixed-
effect and a random-effects meta-analysis based on standard meta-analysis theory. To use the
metaanalysis() function an outcome metric and the trials data must be included:

metaanalysis(outcome, data,...)

The function has several additional arguments to custom the specific meta-analysis. The
arguments are either specific to the data input, the methods for conducting the meta-analysis,
or to be used for a sample and trial size calculation. We list the main arguments in Table 3.
Using the perioOxy data.frame provided in the RTSA package, we get the following output
which shows the study and meta-analysis results.

R> metaanalysis(outcome = "RR", data = perioOxy)

Individual trial results:

study RR se(log(RR)) lower.95CI upper.95CI w_fixed w_random
1 Gardella 2008 1.823 0.601 0.897 3.704 3.12 5.67
2 Greif 2000 0.464 0.569 0.246 0.875 3.90 6.54
3 Meyhoff 2009 0.951 0.330 0.768 1.177 34.44 14.41
4 Myles 2007 0.740 0.378 0.559 0.979 19.96 12.96
5 Williams 2013 0.898 0.631 0.412 1.959 2.58 4.97
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Argument Description
Outcome and data
outcome Outcome metric. Options are "MD" (mean difference), "RR" (risk ratio), "OR"

(odds ratio) and "RD" (risk difference).
data a data.frame containing the set of columns eI, eC, nI, nC for binary data

or the set of columns mI, mC, sdI, sdC, nI, nC for continuous data. The
columns are respectively:
eI, eC, nI, nC: eI is the number of events for the intervention group, eC is
the number of events for the control group, nI is the number of participants
in the intervention group and nC is the number of participants in the control
group.
mI, mC, sdI, sdC, nI, nC: mI is the mean effect in the intervention group,
mC is the mean effect in the control group, sdI is the standard deviation of the
effect in the intervention group, sdC is the standard deviation of the effect in
the control group, nI is the number of participants in the intervention group
and nC is the number of participants in the control group.

Meta-analysis arguments
weights Method for calculating weights. Options include "MH" (Mantel-Haenzel) and

"IV" (inverse variance).
re_method Method to estimate the variance of the random-effects model. Options include

DerSimonian-Laird "DL" and the Hartung-Knapp-Sidik-Jonkman adjustment
to DerSimonian-Laird "DL_HKSJ". Defaults to "DL_HKSJ".

Table 3: Main arguments used in metaanalysis()
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6 Belda 2005 0.637 0.496 0.393 1.032 6.74 8.83
7 Bickel 2011 0.413 0.684 0.165 1.032 1.86 3.91
8 Duggal 2013 0.998 0.482 0.633 1.573 7.55 9.31
9 Golfam 2011 0.333 1.270 0.014 7.870 0.16 0.42
10 Mayzler 2005 0.667 0.747 0.223 1.990 1.31 2.95
11 Pryor 2004 2.222 0.607 1.078 4.580 3.00 5.52
12 Schietroma 2013 0.449 0.719 0.163 1.238 1.52 3.34
13 Scifres 2011 1.388 0.495 0.858 2.245 6.77 8.86
14 Stall 2013 0.706 0.572 0.372 1.340 3.82 6.45
15 Thibon 2012 0.920 0.594 0.461 1.836 3.29 5.87

Non-sequential metaanalysis results:

type RR se(log(RR)) lower.95CI upper.95CI pValue
1 Fixed 0.880 0.064 0.777 0.997 0.0455
2 Random 0.869 0.105 0.707 1.069 0.1841

There are several elements that can be extracted from the meta-analysis object by calling
..$... The most important are:

• ..$study_results: Individual study results

• ..$meta_results: Meta-analysis results

• ..$hete_results: Heterogeneity estimates and statistics

• ..$ris: Retrospective sample and trial size calculation

The information contained by calling study_results and meta_results are almost identical
to the information from the print. Results about heterogeneity is provided in the object and
is printed when the meta-analysis is plotted by a forest-plot. The information can also be
extracted by storing the meta-analysis and calling ..$hete_results:

R> ma <- metaanalysis(outcome = "RR", data = perioOxy)
R> ma$hete_results

$hete_est
Q Q_df Q_pval tau2 I.2 D.2

1 27.1138 14 0.01860805 0.06526157 0.4836577 0.6329575

$CI_heterogen

estimate ci.lb ci.ub
tau^2 0.0653 0.0026 0.3473
tau 0.2555 0.0510 0.5894
I^2(%) 48.3658 3.5997 83.2930
H^2 1.9367 1.0373 5.9855
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Here the last table of information is made using the function rma.uni() from the metafor
package Viechtbauer (2010). The purpose of the RTSA package is not to provide an extensive
library of methods for traditional meta-analysis. We plan to extend the package with the
possibility to add classes from the metafor package to allow for more custom meta-analysis
methods to be used in the RTSA() function.
In RTSA, a forest plot can be used to visualise the trial and meta-analysis results. Such a
plot can be created by calling plot() to the meta-analysis object, see Figure 6.

R> plot(ma)
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Figure 6: Forest plot from the RTSA package

If mc, which is the minimal clinical relevant value, is provided to the metaanalysis() function,
a retrospective sample and trial size are calculated. By calling ..$ris will a print be provided
describing how many more participants are required to achieve the specified power. The
default power is set to 1 − β which is 90% and if heterogeneity can be estimated a minimum
number of extra trials are also provided. The following subsection describes the sample and
trial size calculation in more detail.

4.2. ris(): Sample and trial size calculation
The RTSA package offers both a sample size and a trial size calculation for meta-analysis using
the function ris(), required information size, providing the user with the required number of
participants to reach a specific level of power when the meta-analysis is not sequential. The
arguments of the function follow the notation from Section 2.1.1:

ris(outcome, mc, ...)

The ris() function can be used prospectively or retrospectively. Suppose we want to design
a prospective meta-analysis with an expected RR of 0.8, a probability of 30% of event in the
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control group, a type-I-error of 5%, type-II-error of 10% and an expected heterogeneity τ2 of
0.01. Estimates of the sample and trial size for a fixed-effect and random-effects meta-analysis
using the ris() function:

R> ris(outcome = "RR", alpha = 0.05, beta = 0.2, fixed = FALSE,
+ side = 2, mc = 0.8, pC = 0.3, tau2 = 0.01)

This is a prospective meta-analysis sample size calculation.
The sample size calculation assumes a 2-sided test, equal group sizes,
a type-I-error of 0.05 and a type-II-error of 0.2.
The minimum clinical relevant value is set to: 0.8 for outcome metric RR.
Additional parameters for sample size are:
Probability of event in the control group: 0.3.

Fixed-effect required information size:
1720 participants in total.

Random-effects required information size:
Adjusted by tau^2: 8186 participants in total split over (at minimum) 2 trial(s).

For more information about the sample size calculation see vignette:
’Calculating required sample size and required number of trials’.

If we assume that six centers are willing to participate in the prospective meta-analysis, one
can add the number as an argument in the ris() function by setting trials = 6. The
number of participants per trial is then provided along with the total number of participants
by extracting ..$NR_tau$nPax.

R> ris_6 <- ris(outcome = "RR", alpha = 0.05, beta = 0.2, fixed = FALSE,
+ side = 2, mc = 0.8, pC = 0.3, tau2 = 0.01, trials = 6)
R> ris_6$NR_tau$nPax

[,1] [,2] [,3] [,4] [,5]
Trials 2 3 4 5 6
Pax per trial 4093 1218 716 507 392
Total nr of pax 8186 3654 2864 2535 2352

The easiest way to make a retrospective sample and trial size calculation is to use the
metaanalysis() function. A call to the ris() function is done in metaanalysis() func-
tion when the argument mc is provided. As some data is available, it is assumed that we
are conducting a retrospective meta-analysis. If the required power is not reached, the out-
put will inform about the additional number of participants required to have a well-powered
meta-analysis.
The ris() function is called in RTSA() and can be extracted from any RTSA object by ..$ris.
Note that when a sequential design is imposed more participants are required compared to
a non-sequential meta-analysis to achieve a specific power for the sequential meta-analysis.
How many more are provided in the print of an RTSA object.
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4.3. boundaries(): Group sequential boundaries
The stopping boundaries provided in RTSA() can be calculated separately using the boundaries()
subfunction. The boundaries in RTSA are computed using theory on group sequential meth-
ods. The methods are based on Jennison and Turnbull (1999). To compute boundaries using
RTSA, the following argument must be passed to the subfunction:

boundaries(timing, ...)

Here timing is the expected cumulative size of the trials relative to the required sample size
for a non-sequential meta-analysis. Hence it is a vector of the amount of information achieved
across the different meta-analyses, which is a proportion of the RIS from 0 to 1.0. Arguments
es_alpha (α-spending) and es_beta (β-spending) can be used to specify the choice of error-
spending functions. Options are "esOF", "esPoc", "HSDC" or "rho":

• "esOF" which calls esOF(alpha, timing), the Lan and DeMets’ version of O’Brien-
Fleming spending function only dependent on the α and timing,

• "esPoc which calles esPoc(alpha, timing), the Lan and DeMets’ version of Pocock
spending function,

• "HSDC which calls HSDC(alpha, timing, gamma), the Hwang Sihi DeCani’s error spend-
ing function, and,

• "rho" which calls rho(alpha, timing, rho), the ρ-family spending function.

Additional arguments gamma and rho are used for respectively for the Hwang Sihi DeCani’s
error spending function and the ρ family error spending function.
The boundaries() function can be used to investigate what is optimal for one’s specific
scenario. The choices of the design such as timings, error spending functions, the choice of
futility boundaries and more affect the probability to reject the null hypothesis at the interim
analyses as well as the required sample and trial size for a sequential meta-analysis. The
boundaries can be both printed and plotted using print() or plot(), respectively.
While RTSA in principle can be used for designing clinical trials, we strongly recommend to
use packages specifically designed for these purposes such as gsDesign Anderson (2022) or
rpact Wassmer and Pahlke (2022). Both of these packages are tailored to clinical trials.

5. TSA in R versus Java
We wanted to update the Trial Sequential Analysis (TSA) software with newer methods
and it has been requested from users of the Java implementation to be able to do TSA in
R. The RTSA package was originally planned to be a one-to-one translation of the Java
implementation of TSA with some extra functionalities. However, with a thorough walk-
through of the implementation several of the core elements of TSA ended up being modified.
Below is a list of the most important changes and extensions of the original Java software
Thorlund et al. (2011).

106 CHAPTER 8. MANUSCRIPTS



Journal of Statistical Software 25

5.1. Change of numerical integration method
To calculate the stopping boundaries, numerical integration is used. The method originally
implemented relied on the trapziodal rule for integration but was changed to a quadrature
rule with Simpson’s rule for grid points and weights. The new numerical integration method
follows chapter 19 in Jennison and Turnbull (1999).

5.2. Futility boundaries
The original implementation only allowed for two-sided non-binding futility boundaries which
was not clear for the user Thorlund et al. (2011). Now both binding and non-binding futility
boundaries are possible for both one-sided and two-sided tests.

5.3. Sample size calculation under the random-effects model
RTSA includes new methods to calculate the sample size for a random-effects meta-analysis
based on the paper by Kulinskaya and Wood (2013) and derivations as shown in Subsection
2.1.1. Users of the package can now get the a sample size and the trial size estimate for both
prospective and retrospective meta-analyses, meaning that the user can be provided with a
trial and sample size prior to the meta-analysis and during the sequential meta-analysis.

5.4. Vignettes
The vignettes are thought as one of the main new contributions to the software which pro-
vides help for the users of RTSA in the design and analyses of sequential meta-analysis. The
current vignettes are: Calculating required sample size and required number of trials, Stan-
dard operating procedure for RTSA, Futility, and Prospective and retrospective sequential
meta-analysis.

5.5. Miscellaneous
Below is a list of other important developments and contributions:

• Boundary calculation is dependent on whether the functions are used for a prospective
design or for prospective or retrospective analysis. When using a specified design in the
prospective meta-analysis, the boundaries when analysing the sequential meta-analysis
depend on the initial design, and the observed data. This is different to the retrospective
meta-analysis which are almost entirely data-driven. This distinction was not made in
the Java implementation. See the prospective and retrospective sequential meta-analysis
for more information.

• More error-spending functions to select from. These are Lan and DeMets’ versions of
Pocock’s boundaries DeMets and Lan (1994), the Hwang-Shih-DeCani’s error spending
function ?, and the power family Wang and Tsiatis (1987), Emerson and Fleming (1989),
and Pampallona and Tsiatis (1994)

• Core methods written in C++ to increase speed.

• Sample size inflation factor to achieve correct power. A cost of using a sequential testing
scheme is a cost in power. To achieve the wanted level of power, a scalar/inflation factor
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is used to correct the loss in power Jennison and Turnbull (1999). The size of the factor
depends on the timing on the trials used in the meta-analysis but will most often be
less than 20%.

• The Hartung-Knapp-Sidik-Jonkman adjustment to the DerSimonian-Laird estimator for
heterogeneity in meta-analysis. The Hartung-Knapp-Sidik-Jonkman adjustment is rec-
ommended when the number of trials in a meta-analysis is small IntHout et al. (2014).

• Stage-wise-ordering for the inference after a sequential meta-analysis. The stage-wise
ordering is used for adjusting the estimates (point estimates, confidence intervals and
p-values) after a sequential analysis has crossed a stopping boundary or reached RIS.

The above listed additions are the most important ones; however, the full code has been
rewritten. Worth noting is that the RTSA generates comparable/identical results as compared
to the Java implementation, if the settings are the same.

6. Discussion and future work
RTSA translates and updates the Trial Sequential Analysis software from Java to R. During
the implementation several key elements was updated as specified in Section 5. The imple-
mentation to R allows for a greater transparency to the methods used in TSA. Furthermore,
the vignettes and examples in the RTSA package support the intended usage of TSA to the
users.
There are several points for future additions to RTSA. There exists many meta-analysis
packages in R such as metafor Viechtbauer (2010), meta Schwarzer et al. (2015) and dmetar
Harrer et al. (2019) which provide much more sophisticated methods for meta-analyses than
RTSA. A natural extension to RTSA would be the ability to incorporate the meta-analyses
from one or more of these packages. For complete transparency of implemenation, we decided
to implement our own methods for meta-analysis and for most usages the RTSA tools for
meta-analysis should be sufficient.
The control of type-I-error is not clear-cut in retrospective sequential meta-analyses. As
retrospective meta-analysis is implemented in RTSA, the users can use the package for sim-
ulation studies to investigate the control in different scenarios. A future vignette and article
is planned to showcase the properties of retrospective sequential meta-analysis.
There is less focus on power calculations in meta-analyses than in single trials. As sample and
trial sizes are used in TSA to design testing schemes, the meta-analysis will always have an
accompanied sample and trial size calculation. The exact power of the current meta-analysis
is, however, not presented to the user. Current power is planned to be part of future updates
of the RTSA package.
The RTSA package is currently focused on testing the null hypothesis. Using futility bound-
aries adds another dimension to the testing scheme with allowing the user to stop the meta-
analysis, when the risk of falsely rejecting the null hypothesis is low. However, none of the
boundaries are directly making statements about the minimal clinical relevant value. We plan
to incorporate another testing process to RTSA which will be directly related to the minimal
clinical relevant value.
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Abstract
The results of published trials and meta-analyses are used to motivate and justify the conduct of new trials. If
the earlier analyses show promising but insignificant findings, it can be a justification for creating similar
new trials to support the test of the research hypothesis. One way to combine the new evidence with the old
is via meta-analysis. However, if the decision to update a meta-analysis is based on earlier results being
promising, the updated meta-analysis might be biased. We call this bias conditional bias due to decision
making in meta-analysis. This bias affects the point estimate. It occurs as promising results pointing in
favour of the research hypothesis are more likely to motivate new trials than less motivating earlier results.
This phenomenon has been described by others. In this paper, we propose a new estimator used to adjust
for the bias of the point estimate in an updated meta-analysis. The new estimator is a conditional estimator
conditioning on the special sample path of the test statistic, here specifically when the new trials were only
created and added to the existing evidence because of a previous promising result. The estimator is motivated
by methods used for bias adjustment in group sequential trials. We found that the penalized conditional
estimator corrects for the conditional sequential bias in most scenarios. We compare the bias and variance of
the new estimator with the naive estimator in both an application and in simulation studies.
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1 INTRODUCTION

A meta-analysis synthesizes the results of several studies into an aggregated treatment effect estimate. Because it can be used for
synthesizing the already existing knowledge, it is useful for motivating new studies. In this paper we will focus on the common
situation where a later study is conducted conditional on a meta-analysis of earlier studies being promising but not definitive and
then added to the existing evidence.

Gathering information on prior evidence before reporting on results from a clinical trial is required by leading medical
journals1. This requirement is consistent with the CONSORT statement, which recommends a discussion that includes the
results of earlier studies if not a systematic review or meta-analysis, when reporting the findings of a clinical trial2. While
summarizing existing information would reduce research waste3, a side-effect might be biased inference if new studies are
conducted conditional on the results of an earlier trial or a meta-analysis of earlier studies. The reason for this bias is that
promising earlier results are more likely to motivate new almost similar trials than less promising or de-motivating earlier results.
When previous meta-analyses are selected to continue based on the point estimate, it creates a type of selection bias and this
bias will be present in a updated meta-analysis including both the new and old studies. Ellis and Stewart4 argue that if previous
evidence was statistically significant, it might be more likely to motivate the conduct of similar studies, than had the findings
shown little or no promise of the intervention or treatment. Ter Schure and Grünwald5 uses the term “Gold Rush” to describe
how new studies are motivated by initial findings of statistical significance in earlier studies.
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2 SOERENSEN ET AL.

When available information is used in making the decision to conduct a new trial, we are in a scenario of making a sequential
decision as described by Kulinskaya et al6. They find that an updated meta-analysis will be biased if the probability of conducting
a new trial is correlated with the size of the treatment effect in earlier studies. While the new trial will not be biased, it is the
combination of the evidence motivating the new trial and the new trial that may be biased. This bias is a called sequential
decision bias and affects the updated meta-analysis by leading to an upwards bias. In this paper, we will focus on the bias of the
intervention effect estimate in an updated significant meta-analysis that has been based on previous promising but not significant
analysis or meta-analyses. We call this conditional bias due to decision making. This is a common situation in medical research
and in Section 4 and 7 we provide some examples.

Updating the analysis or meta-analysis with a new study makes it sequential. We use the word sequential in this context
without a formal sequential testing regime such as the ones in Trial Sequential Analysis7 or Sequential meta-analysis8 but simply
to describe that evidence is accumulating. In addition to the potential upwards bias of the point estimate due to conditional bias
due to decision making, other measures are affected by updating a meta-analysis. When the null hypothesis is repeatedly tested
such as in a sequential meta-analysis, the type-I-error is affected. With careful planning the meta-analysis can be interpreted
within a group sequential design (GSD) to control the type-I-error7. GSDs are originally used for randomized controlled trials
(RCTs) with preplanned interim analyses9. In a trial using a GSD will the naively calculated point estimate be biased as a
consequence of the design. Several methods has been proposed to adjust the bias of the point estimate such as conditional
estimators which dependent on the time of stopping10 11 12. Similarities between the conditional bias due to decision making in
sequential or cumulative meta-analysis and the bias of the point estimate in group sequential trials are mentioned in previous
works4 and6. Denne et al.13, present a bias adjustment of the point estimate for clinical trials that can be extended by more
participants. This is similar to our scenario, where we update a trial or meta-analysis with more studies instead for adding more
participants to the same study. In this paper we will investigate if the bias adjustment methods for sequential trials can be adapted
to sequential meta-analysis and extended to adjust for the conditional bias due to decision making.

The purpose of the current paper is to introduce a method for adjusting the intervention effect estimate from a sequential
meta-analysis of RCTs by extending existing bias adjustment methods for sequential trials to sequential meta-analyses where we
expect a conditional bias due to decision making. The method takes into account the decision making process for conducting
new trials based on previous promising trials. The structure of the paper is as follows. The first section introduces some basic
meta-analysis and group sequential design theory including some comments on how to combine the two fields. We will then
present three different types of estimators for the updated meta-analyzed intervention effect estimate. Two of the estimators are
motivated by estimators previously proposed in the context of group sequential RCTs. This section will clarify some of the
assumptions for using the methods we propose. A case study is then presented to show how the methods perform on real data
which is followed by a simulation study showing the behaviour of the estimators. The paper ends with a discussion of the results.

2 SEQUENTIAL META-ANALYSIS

This section starts with a brief introduction of the fixed-effect meta-analysis model followed by a presentation of the structure of
a group sequential design. The section ends with comments on how to combine meta-analyses and sequential designs.

2.1 Meta-analysis

A meta-analysis point estimate is calculated as a weighted average of the included studies’ point estimates. Suppose we have
decided to use K studies in the meta-analysis, where we define k = 1, . . . , K to be the identifier of study. Each study reports an
estimate yk and a standard error sk. In meta-analysis theory is the inverse of the standard error squared called information. The
information is often used as weights in the weighted average. Let Ik = 1/s2

k be the information of study k and wk = Ik be the
weight of study k. The pooled point estimate and variance of the estimate are then calculated as:

θ̂ =
∑

k

yk · wk∑
k wk

, and var(θ̂) =
1∑
k wk

. (1)

This is known as a fixed-effect meta-analysis calculated using inverse-variance weighting. Often will the studies included in a
meta-analysis differ. This can be caused by the research being held at different types of research sites or that the populations in
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Adjusting for conditional bias in an updated meta-analysis arising from a decision to update 3

the studies are to some degree different. This introduces some expected heterogeneity, which can be accounted for in a random-
effects meta-analysis. We will in this paper only show results using fixed-effect meta-analyses. The methods used later do not
depend on whether the meta-analysis is fixed or random, hence all methods can be used for random-effects meta-analysis as well.

As we will consider sequential meta-analyses in this paper, we can extend the definition from (1) to take into account the
repeated nature. Let m = 1, . . . , M be the identifier of analysis m. Here m = 1 denotes the first analysis which may be of a single
study or the first meta-analysis, m = 2 denotes the updated analysis which includes the studies from m = 1 and newly added
studies, and so forth. We assume that no meta-analysis can be continue forever, hence we let M be the final meta-analysis. Let km

be the set of studies used in meta-analysis m, where we note that the set of studies from a previous meta-analysis is included in a
later meta-analysis, km–1 ∈ km. We can then rewrite (1) as:

θ̂(m) =
∑

km

yk · w(m)
k∑

k w(m)
k

, and var(θ̂(m)) =
1∑

km
w(m)

k

. (2)

At each meta-analysis in the series of sequential meta-analyses, a hypothesis test is conducted. Consider Zm = (Z1, Z2, . . . , Zm) to
be the sequence of test statistics, one for each analysis up to current meta-analysis m. Here Z1, Z2, . . . , Zm are standardised test
statistics where Zm = θ̂(m)/var(θ̂(m)) such as defined in9.

We define a promising meta-analysis to be a meta-analysis with an observed test statistic pointing in the direction of interest but
with an insignificant hypothesis test. Hence for a two-sided test with a significance level of 0.05, in a sequence of meta-analyses
up to meta-analysis m, the m – 1th meta-analysis is defined to be promising when the following event occurs:

Zpromising
m–1 = {Zm–1 ∈ (–1.96, 0)}. (3)

This definition of promising will be used throughout this paper. However, the methods we present shortly can consider other
regions of the test statistic than (–1.96, 0).

Conducting an additional study conditional on (3) leads to a conditioning mechanism that may lead to upwards bias in the
mth meta-analysis by updating the previous meta-analysis with that additional study. Adding an unbiased trial to the existing
evidence will to some degree moderate any bias stemming from updating the previous Zpromising

m–1 meta-analysis being promising.
However, it will not remove it completely as one will continue using the the previous meta-analysis in the updated meta-analysis.
Furthermore, the old evidence is not believed to be biased itself in this set-up, it is rather the decision to continue the analysis
based on Zpromising

m–1 that makes the mth meta-analysis biased. One can think of the old evidence being a sample from an unbiased
experiment. All samples are however subject to variation and we consider those samples pointing in the direction of benefit to be
more likely to be continued. If we believe the previous evidence to be of low quality or biased due to other reasons, the best
solution might be to remove these trials. This is not the scenario that we are considering.

The goal of this paper is to find an unbiased estimator for estimating θ at meta-analysis m when the previous meta-analysis was
promising and a motivation for conducting a new study. Thus, we want to condition on Zpromising

m–1 . The theory of group sequential
designs provides methods for adjusting intervention effect estimates conditional on a sequence of bounded test statistics, a set-up
which fits naturally into the meta-analysis scenario just presented.

2.2 Group sequential designs

Group sequential designs (GSDs) for trials protect the level of type-I-error under multiple testing of the same null hypothesis in
a cumulative sample. The method allows for multiple looks during the progress of a trial, enabling testing for rejection of the
null hypothesis at any of the looks. The looks during the trial are called interim analyses and the last analysis on the full sample
is called the final analysis or end-of-trial analysis. If the null hypothesis is rejected at an interim analysis, the trial is allowed to
stop at the interim analysis before reaching the full sample size. Consider a group sequential trial with K planned analyses with
K – 1 interim analyses and a final analysis. The sequence of test statistics for this set-up is denoted ZK = (Z1, . . . , ZK). Testing
thresholds bK = (b1, . . . , bK) are set to control for type-I-error in this set-up such that:

P{|Zk | ≥ bk for some k = 1, . . . , K} = α.

Here α is the significance level. Given the stopping boundaries bK , the group sequential testing regime can be defined as follows.
Suppose we have a two-sided symmetrical sequential test, we will then at interim analysis k = 1 to k = K – 1 continue the
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4 SOERENSEN ET AL.

analysis if the test statistic is between the testing thresholds –bk < Zk < bk. If the test statistic at k is smaller or larger than
the thresholds, Zk < –bk or bk < Zk, the analysis stops for rejecting the null hypothesis. At the final analysis K if ZK < –bK or
bK < ZK the meta-analysis rejects the null at the final analysis, but if –bK < ZK < bK the analysis failed rejection of the null
and is stopped. An example of stopping boundaries bK are shown on Figure 1 left plot for K = 2, where the Z-score is used as
a testing statistic and the boundaries are Lan and DeMets’ version of O’Brien-Fleming stopping boundaries14. The design is
symmetric, such that the trial can stop for rejection of the null hypothesis in either direction with bK being used as the upper
stopping boundaries and aK = –bK as the lower stopping boundaries.

The testing scheme affects the distribution of the estimated intervention effect. Take the first interim as an example, a point
estimate will only be reported at the first interim if the boundary was crossed. This is different compared to one-analysis-only
design where the point estimate will be reported at end-of-trial no matter whether the testing boundary was crossed. Consider
the scenario of θ = δ where δ > 0. Given the random variation in the estimate of θ, regardless of the variation begin equally
distributed to on each side of δ, it is most likely that the trial will stop at the first interim by crossing the upper boundary given
δ > 0. The point estimates at the interim will then overly represent the tail of the distribution of estimates for θ = δ. This results
in an overestimated point estimate.

To reduce the bias from naive point estimate, the sample path of the test statistic can be used while taking the stopping time
into account. At any later interim if the trial is stopped, the intervention effect point estimate is dependent on the fact that the
trial did not stop at any previous interim analysis. Hence the sample space for the test statistics where the trial stops at interim k
can be defined as:

Zk = {Zj ∈ (–bj, bj) for all j ∈ 1, . . . , k – 1, and Zk /∈ (–bk, bk)}, (4)

where for k = K, (–bK , bK) = ∅. Several estimators condition on the sample space being defined as in (4) to get conditionally
unbiased estimates of the intervention effect.

There is a close analogy between a group sequential trial and a sequential meta-analysis. Often will a goal of sequential
meta-analysis be continued to either reach the required sample size or stop for significance, and if this is the case, the set up is
the same as in a GSD trial but without the adjusted testing boundaries. Without the conditional bias due to decision-making the
sample path of the test statistics for the updated meta-analysis might be expressed as:

Zm = {Zj ∈ (–1.96, 1.96) for all j ∈ 1, . . . , m – 1, and Zm /∈ (–1.96, 1.96)}, (5)

With decision-making the process can instead be formulated as:

Zm = {Zj ∈ (–1.96, 1.96) for all j ∈ 1, . . . , m – 2, Zm–1 ∈ (–1.96, 0) and Zm /∈ (–1.96, 1.96)}, (6)

Using that the sample space in (4) is very similar to the sample space in (6) for the set of promising meta-analyses, we can try to
adapt the methods for GSD point estimates to the point estimates of a meta-analysis. We will use that there exist methods for
conditioning on these types of sets.

2.3 Sequential designs for meta-analysis

Group sequential designs adapted to sequential meta-analysis exist in various forms. These include, sequential meta-analysis by
Whitehead15, sequential semi-Bayesian8 16 and sequential fully Bayesian meta-analysis17, and, Trial Sequential Analysis7 18.
However, the purpose of all these methods are to either describe or control for type-I-error, which is not the interest in this
specific paper. We focus on the conditional bias. As discussed in Section 1, this type of bias is common in real meta-analysis
contexts. To use a GSD in a sequential meta-analysis no matter for the purpose of type-I-error control or for our investigation of
bias, one must have a definition of when the final analysis is reached. A sample size calculation can be used for this purpose.
How to calculate the sample size for a meta-analysis depends on whether the meta-analysis is fixed or random. For methods to
calculate the sample size see19 and20.

It is possible that some sequential meta-analyses will follow a sequential testing scheme such as the one presented in
Subsection 2.2. However, it is often the case that sequential meta-analyses continues to be tested naively. This situation is
visualised on Figure 1 left plot, where naive testing boundaries is set for k = {1, 2}. As we are concerned with conditional bias
due to decision making, the corresponding stopping boundaries/decision boundaries to this scenario is presented on the figure’s
middle plot. Here the analysis will only continue if the point estimate is pointing in the desired direction θ̂(1) < 0 but the null
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Adjusting for conditional bias in an updated meta-analysis arising from a decision to update 5

hypothesis could not be rejected –1.96 < z1 < 0. Further, it is seen in the figure that we will assume that the first analysis did not
adjust for multiple testing. Thus, we are considering 1.96 and -1.96 thresholds for whether the null hypothesis is rejected in the
updated meta-analysis. Note that the boundaries becomes the naive boundaries after the decision to continue only promising
analyses as we expect the test of the updated meta-analysis to be the standard two-sided test. The method we propose will be
flexible towards other decision-making schemes such as sequential testing schemes as visualised in the right plot in Figure 1. For
the sake of simplicity, we however stick to the naive testing boundaries for the majority of this paper. Thus we will be in the
scenario visualised in the middle plot of Figure 1.
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F I G U R E 1 Stopping boundaries from respectively an updated meta-analysis with naive boundaries without conditional bias
due to decision-making (left plot), an updated meta-analysis which may be biased from the conditional decision to continue
the meta-analysis and a group sequential design (right plot). The green lines are the stopping boundaries and the coloured
areas indicates where the null hypothesis will be rejected. The x-axis represents the information fraction. One way to define
information fraction is by the accumulative sample compared to the total sample required.

In the group sequential trial setting, there has been created several estimators to handle the sampling path of the point estimate
conditional on the stopping time, as the design of a sequential trial affects its distribution. Hence estimators have been created to
handle the scenario considered in Figure 1 right plot. We will see whether we can extend these estimators to the scenario in the
middle plot of the Figure and whether this adjustment will adjust for the conditional bias.

3 ESTIMATORS

We consider three different point estimators in this paper. One is the naively calculated pooled point estimate and the other
two are adjustments of the naive estimate. The first estimator considered is the naive estimator θ̂(m) from (2) at sequential
meta-analysis m. The latter two estimators are adjusted versions of the naive estimator and are motivated by methods used
in group sequential analysis of single studies. The first is the conditional estimator (CE)10 which conditions on the stopping
time of the meta-analysis. Conditioning on the stopping time of the analysis leads to an adjustment that takes into account the
distribution of estimates corresponding to that stopping time, which has the effect of removing bias. The second is the penalized
conditional estimator (PCE)12 which also conditions on the stopping time but uses regularization to deal with instability in
the CE. A key novel feature of our application of conditional estimation to sequential meta-analysis is that we condition on
earlier studies being promising but not statistically significant, which has the effect of adjusting for the sampling mechanism that
introduces additional conditioning bias. We will now present the conditional estimators.

Conditional estimator (CE)
The size of the naive point estimate is dependent on which analysis the sequential meta-analysis is stopped at10. Both conditional
and unconditional on the stopping time, the naive point estimate will be biased. A conditional unbiased estimate can be calculated
by adjusting the naive estimate with a bias-correcting term. The bias can be expressed as follows. Let T be the stopping time,
which was achieved at meta-analysis m where m ∈ 1, . . . , M. For m < M, the event T = m is equivalent to the test statistic
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6 SOERENSEN ET AL.

crossing the stopping boundary for the first time at analysis m. For m = M, the event T = m is equivalent to the test statistic not
crossing the stopping boundary at analyses 1, ..., M – 1. With this specification of the event T = m, the conditional bias of the
naive estimator is the difference between the true value θ and the expected value of the naive estimator at stopping time m10:

Bθ(θ̂(m)
∣∣T = m) = θ – Eθ(θ̂(m)

∣∣T = m). (7)

Notice that the bias of θ̂(m) is a function of the true parameter value θ.
Undertaking a new study conditional on the earlier studies being promising is also a source of conditional bias in the naive

estimator. In this situation, equation (7) needs to be modified to accommodate the additional condition, and the conditional bias
becomes:

Bθ(θ̂(m)
∣∣T = m, Zpromising

m–1 ) = θ – Eθ(θ̂(m)
∣∣T = m, Zpromising

m–1 ). (8)

Here the bias is conditional on the time m at which the meta-analysis stopped and also that the previous m – 1 analysis showed a
promising result. This last condition (Zm

promising) is new and not included in previous works. Note in (8), that the expectation of
the naive estimate is again a function of the true parameter value θ which is unknown. Our proposed approach will be to use this
function to define an estimating equation that can be solved for θ and produces an estimate that is adjusted for the conditional
bias. We now describe this approach.

Using the expression for the conditional bias in (8), we can define the adjusted estimators, which will be the naive estimator
with the bias subtracted. We begin by defining an estimating equation by setting the conditional bias in (8) to zero:

Bθ(θ̂(m)
∣∣T = m, Zpromising

m–1 ) = 0. (9)

By solving the estimating equation Bθ(θ̂(m)
∣∣T = m, Zpromising

m–1 ) = 0 for θ, we obtain an estimate that yields a conditional bias of
zero, and is therefore adjusted for the conditional bias. This is the conditional estimator (CE) which we will write as θ̄(m) and
which satisfies:

θ̄(m) = θ̂(m) – Bθ̄(m) (θ̂(m)
∣∣T = m, Zpromising

m–1 ).

Here Bθ̄(m) (θ̂(m)
∣∣T = m, Zpromising

m–1 ) is the bias-correction term for θ̂(m) evaluated at θ = θ̄(m) and is dependent on the stopping
time and the specific sample space for Z1, . . . , Zm–1, Zm. To solve (9), we need an expression for Bθ(θ̂(m)

∣∣T = m, Zpromising
m–1 ). Per

Fan et al10, we have that solving (9) is equivalent to maximizing the conditional log-likelihood of θ. Based on the conditional
log-likelihood, the estimating equation is specified by:

Bθ(θ̂(m)
∣∣T = m, Zpromising

m–1 ) =
1
Im

· d
dθ

logPθ

(
T = m, Zpromising

m–1

)
= 0. (10)

Here Im is the information at analysis m, hence Im = var
(
θ̂(m)
)–1

. Calculating the probability of stopping at analysis m given

Zpromising
m–1 , Pθ

(
T = m, Zpromising

m–1

)
at θ, corresponds to calculating a multivariate normal integral. Different methods have been

used to solve the almost similar problem of calculating Pθ (T = m), when adjusting for conditional bias in single group sequential
trials. Liu et al11 uses an iterative procedure (Newton-Raphson), whereas Marschner et al12 provides an exact solution to the
estimating equation by computation of the multivariate integral with R code provided in their Supplementary Material12. We
will re-purpose their code to our problem.

Although in principle the CE adjusts for the bias resulting from conditioning on T = m and Zpromising
m–1 , in practice there are

situations in which this bias adjustment is unstable. This occurs in situations where a sequential meta-analysis crosses the
stopping boundary but the test statistic is very close to the boundary. This phenomenon is well-known in sequential analysis of
single studies and may produce an over-adjustment21. To correct this behavior, a penalized version of the conditional estimator
can be used that regularizes this behavior. This is motivated by an approach used for sequential analysis of single studies where
the stopping boundary is crossed12. As we shall see in both the application and the simulation study, this is a useful approach
when the test statistic is close to the stopping boundary.

Penalized conditional estimator (PCE)
To correct the over-adjusting behavior of the CE estimator a tuning parameter λ is introduced to control the over correction
of the CE adjustment. The introduction of λ embeds the naive estimate and the CE within a class of estimates that allows the
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Adjusting for conditional bias in an updated meta-analysis arising from a decision to update 7

choice of a favorable compromise between the two. The class of estimates is defined as:

θ̄(m)
λ = θ̂(m) – λBθ̄(m)

λ
(θ̂(m)

∣∣T = m, Zpromising
m–1 ). (11)

Here λ is a value between 0 and 1, where λ = 0 corresponds with the naive estimate θ̄(m)
λ = θ̂(m) whereas λ = 1 corresponds to the

CE, θ̄(m)
λ = θ̄(m).

The key undesirable property of the CE is that it is possible for the test statistic to cross the stopping boundary and for the
adjusted CE value to be on the opposite side of the null value. In other words, an analysis that concludes effectiveness may
have an adjusted estimate in the direction of harm when using the CE. This is most likely to occur when the test statistic is
close to the stopping boundary. By using equation (11), the tuning parameter λ can be used to regulate the adjustment so that
this undesirable behavior cannot occur. We now describe how the value of λ is chosen. The value is chosen such that when the
analysis is stopped in a given direction, such as θ̂(m) > 0, the adjusted estimate will also point in the same direction θ̄(m)

λ > 0. This
can be achieved by choosing the value of λ that maps the adjusted penalized estimate at the stopping boundary onto 0. This is
achieved by evaluating the bias at θ̂(m) = bm/

√
Im, where bm is the stopping boundary at analysis m. We can then calculate λ by

setting θ̄(m)
λ = 0 at the stopping boundary and isolate λ from (11):

λ =
bm/

√
Im

B0

(
θ̂(m)
∣∣T = m, Zpromising

m–1

) . (12)

This will ensure that whenever the test statistic goes beyond the stopping boundary, the adjusted estimate will be in the same
direction. This is because the conditional estimates absolute value will increase as the absolute value of the naive estimate
increases. As the penalized estimate can only be used for analyses that stopped early, we set λ = 1 when m = M. Hence the PCE
is equal to the CE when the meta-analysis reaches the final analysis. In particular, we choose λ = λ∗ where,

λ∗ =

{
λ ∈ [0, 1] : As defined in (12) for m < M,

1 for m = M.
(13)

The adjusted estimate, which we call the penalized conditional estimate (PCE) is then defined using equation (11) as θ̄(m)
λ∗ .

Similar to CE, the PCE is found by solving an estimating equation, determined by equation (11) in the same way as the CE
estimating equation was determined. By introducing the penalty λ, the penalized estimator will be found in a two-step procedure
where first the the value of λ∗ is determined before solving the estimating equation.

Both the CE and PCE were originally created for handling the conditional bias of stopping early in a single group sequential
trial. We expect that extending the conditioning to also condition on Zpromising

m–1 and not just the stopping time will help in reducing
the bias stemming from decision making in cumulative meta-analyses. Code for fitting CE and PCE has been written for
the statistical software R22. The code is available in the online supplementary material in Marschner et al12 which has been
re-purposed to be used on meta-analyses rather than single trials.

Note that if we use the PCE and CE without the definition of promising, the estimators will be adjusting the point estimate of
updated meta-analysis for stopping at the time it stopped. Stopping means that either the meta-analysis reached the required
sample size with or without a rejection of the null hypothesis or it stopped early with a rejection of the null hypothesis. So the
bias adjustment created by CE and PCE will adjust for two kinds of bias when also conditioning on the promising analyses
being continued. It will adjust based on the promising analyses being continued but also the fact that it stopped. This means that
it mostly makes sense to use the methods we will be proposing in when one uses the updated meta-analysis in a decision-making
context. Thus, we are going to look at scenarios where the conductor of the updated meta-analysis will not recommend to
continue the meta-analysis but consider the meta-analysis conclusive. This happens in the updated meta-analysis scenario once a
certain sample size has been reached or the result is statistically significant.

4 APPLICATION

To illustrate the application of our proposed approach in sequential meta-analysis, we will examine a published meta-analysis.
The specific meta-analysis used as a case study investigates the effect of delayed cord-clamping versus early cord-clamping
on in-hospital death of pre-term infants23. The meta-analysis is conclusive with a p-value less than 0.05. Several trials have
investigated whether there is an effect and a previous Cochrane review showed a promising effect of delayed cord clamping, but
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the effect was not significant24. Updating the meta-analysis with subsequent studies, including the large Australian Placental
Transfusion Study (APTS)25, showed that delayed clamping reduced in-hospital mortality significantly23 26. The Cochrane
review is mentioned in both the later meta-analysis and in a design paper describing the need for APTS27. Both papers describe
the promising results of the Cochrane review and a need for more evidence to be able to conclude whether in-hospital mortality
is decreased by delayed cord-clamping. We will investigate whether the point estimate of the intervention effect when updating
the Cochrane meta-analysis with APTS could potentially be biased as the justification of APTS was based on initial promising
findings from the Cochrane review.

4.1 Traditional meta-analysis

We present the naive updated analysis before investigating its potential bias. We consider first the original Cochrane meta-
analysis which we then update with APTS. We can reproduce the point estimate from the original meta-analysis. The studies
used and the results are found on the forest plot visualised in Figure 2. Here Cochrane refers to the original meta-analysis.

A motivation of the large APTS was the need for adequate power. The papers justifying APTS quote the Cochrane review’s
recommendation that future studies should include more data24 27. We can calculate by how much the review was underpowered
using the formula:

Power = 1 + Φ(–Za – δ/
√

VF) – Φ(Za – δ/
√

VF). (14)

Here Φ is the CDF for the standard normal distribution, Za is the testing threshold (here 1.96), δ is the intervention effect of
interest and VF is the variance of the fixed-effect model28. Thus, we need a value for δ and VF. In the design of the APTS study
the sample size was based on a relative reduction of approximately 25-30% (RR 0.7-0.75). In the Cochrane review the observed
reduction was 37% (RR 0.63). Assuming RR values of 0.65, 0.7 and 0.75, we can use formula (14) to calculate the power for
different values of δ. VF is set to the variance of the point estimate observed in the Cochrane review. Table 1 shows the power
calculated from the various settings.

T A B L E 1 Power calculations based on the Cochrance review under varying values of the minimal clinically relevant relative risk reduction δ.

δ (RR) 0.63 0.7 0.75 0.8
Power 24% 16% 12% 9%

It is also of interest to know for which sample size, we would have a well-powered meta-analysis. The following formula can
be used for this purpose7 19:

RIS = 4 · (Z1–α/2 + Zβ)2 · ν

θ2 .

Here RIS stands for required information size, ν = (1 – pA)pA, pA = (pI + pC)/2 and θ = pC – pI , with pI being the probability of
event in the intervention group and pC being the probability of event in the control group. For the sample size calculation we will
be assuming a range of control group mortality risks of 5%, 7.5% and 10%, a significance level of 5% and a power of 80%.
Table 2 shows the sample size calculations.

Assuming that a minimum power of 80% is of interest for the researchers, looking at Table 1, we find that the Cochrane
meta-analysis was under-powered for all considered values of δ with maximum power being 24%. This fits with the review’s
recommendation of creating new larger studies. Table 2 provides the sample sizes for which we will have 80% powered trials.
We find from the table that adding APTS would achieve the adequate power for the updated meta-analysis under the scenario

T A B L E 2 Sample size calculations based on different values of δ and pC. Note that the number of participants in the
Cochrane review was 458, thus the required sample size is not reached for any of the combinations of δ and pC.

δ = 0.63 δ = 0.7 δ = 0.75 δ = 0.8
pC = 0.05 3586 5678 8406 13493
pC = 0.075 2340 3702 5476 8783
pC = 0.1 1717 2713 4011 6428
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0.01 0.09 1.00 6.99 48.90

o
o

F I G U R E 2 The original meta-analysis (OMA) and the updated meta-analysis (UMA). CE and PCE are the estimates of the
conditional estimator and the penalized conditional estimator found in Table 6 with parametric bootstrap confidence intervals.

that δ = 0.63 with pC = 0.1 as the participant count in the Cochrane review is 458 and the participant count in APTS is 1566,
which in total is 2024. As the design of APTS was created expecting a relative risk reduction between 25% and 30%, a larger
sample size would have been needed to reach a power of 80%.

Adding APTS to the meta-analysis does result in a conclusive meta-analysis as seen from Figure 2 (Cochrane updated with
APTS) and Table 3 with an estimate of the RR of 0.71 and an estimated pC ≈ 10%. But the initiation of APTS and its study size
was justified by looking at the results from the Cochrane systematic review. This makes the conduct of the study dependent on
the results from the previous studies. We will investigate if updating the Cochrane review with APTS could potentially be biased
and how to adjust for this bias using our proposed conditional estimators.
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T A B L E 3 Point estimates and z-values for the original meta-analysis and the updated meta-analysis.

Point estimate (RR) z-value p-value
Cochrane 0.63 -1.28 0.1989
Cochrane updated with APTS 0.71 -2.26 0.0239

4.2 Adjusted sequential meta-analysis

The updated meta-analysis is conclusive under the assumption of a two-sided test with a significance level of 0.05. The Cochrane
meta-analysis also used a two-sided test with a significance level of 0.05. It is then possible that a sampling scheme as found in
Table 4 is reflecting the decision making process of the trialists, when assuming that the second meta-analysis would not be made
had the outcome of the first not been promising. This does not mean that the Cochrane meta-analysis tested with thresholds at
0 and -1.96, it means that it is assumed that the APTS was only started due to an earlier promising but not significant effect.
As adding the participants from the APTS study to the Cochrane review will not reach the previously calculated RIS with an
anticipated effect between 25% and 30%, we assume that more studies might be added if the update from APTS does not show
significance.

T A B L E 4 Adjusted naive sequential stopping boundaries.

First meta-analysis Second meta-analysis
Upper boundary 0 1.96
Lower boundary -1.96 -1.96

Using these boundaries, we find that adding the APTS crosses the -1.96 boundary at the second meta-analysis with a z-value
of -2.26. This is shown on Figure 3 left plot which further visualizes that we only consider promising meta-analyses by only
allowing continuation if the z-score is between 0 and -1.96 for the first meta-analysis. We can in this scenario compute the MLE,
CE and PCE. A sequential testing regime with the decision to only continue if the z-score is pointing in the direction of benefit
but is in-significant is also shown on Figure 3. Here we see that the test statistic also cross the stopping boundary at the second
analysis. The results of using CE and PCE is this scenario is presented in the appendix section A.
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F I G U R E 3 Stopping boundaries under a naively updated meta-analysis (left plot) and an updated meta-analysis with a
sequential testing regime (right plot). In both plots are the assumption that only insignificant analyses pointing in the direction of
benefit are continued. In both scenario is the updated meta-analysis reaching a significant result.
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As described earlier, we compute the estimates by re-purposing code used for analysis of single clinical trials12. The arguments
used in the computation are shown in Table 5 where K is the number of expected analyses, k is the current analysis, stop side is
defining that we stopped at the lower boundary, information is the inverse of the variance estimate at the first meta-analysis and
second meta-analysis respectively and sided is whether the test is 1- or 2-sided.

T A B L E 5 Arguments used to fit CE and PCE. We further use the stopping boundaries defined in Table 4.

MLE K k stop side information sided
Value -0.3845 3 2 lower 7.50, 44.06 2

Using the arguments from Table 5, we get the estimates found in Table 6. To assess uncertainty in the estimates, we created
95% confidence intervals using both parametric and non-parametric bootstrap. The PCE is calculated with λ∗ = 0.8396 by (12).
We see that the CE crosses the null effect with a point estimate pointing in the opposite direction and both types of confidence
intervals have limits in favour for both interventions. The PCE is also more conservative than the MLE, by being closer to the
null, but does not cross the null effect in its confidence intervals. Hence the inference that the effect of delayed clamping is
significant is retained when using the PCE. The PCE value indicates that the naive point estimate could be biased towards a
greater effect due the estimate being closer to the null than the naive estimate.

T A B L E 6 Point estimates (RR) with 95% confidence intervals.

MLE (95% CI) CE (95% CI) PCE (95% CI)
95% CI - parametric bootstrap 0.7116 (0.5; 0.71) 1.1305 (0.5; 6.06) 0.8545 (0.5; 0.95)
95% CI - non-parametric bootstrap 0.7116 (0.52; 0.73) 1.1305 (0.52; 39.98) 0.8545 (0.52; 0.98)

The CE and PCE are affected by how close the statistic of the final analysis was to the boundary. Had we stopped closer to the
stopping boundary, the CE will be pushed further in the opposite direction of the MLE. The Appendix section A contains an
illustrative example of this using boundaries from a group sequential design on this case study. The estimates are also affected
by the amount of information provided at the different analysis times, in the Appendix section B we are investigating the effect
of having more information at the first meta-analysis.

We have now shown the use of the CE and PCE on a case study. The next section will investigate the bias and variance of the
PCE, CE and MLE in a simulation study.

5 SIMULATION STUDY

We wish to investigate the bias and variance of the different estimators. The scenario considered in this paper consists of an
updated meta-analysis where the previous analysis (trial or meta-analysis) is promising. Thus the original analysis is only
continued/updated with the addition of a new trial due to the original trial or meta-analysis being promising. We will in the
simulation study replicate this mechanism. To simulate this as simple as possible, we start with simulating one trial which is then
updated with a new trial in a meta-analysis, if the first trial’s test statistic is promising. Trials that are not promising will not be
continued. In reality they may be continued, but then we are no longer in the scenario that this paper is investigating. We are
only considering the scenario where there might be a concern that the updated meta-analysis is affected by potential conditional
bias due to decision-making. Here the specific decision is to only continue promising insignificant analyses.

A more elaborate technical explanation of the simulation set-up is explained below before we present the results.

5.1 Simulation set-up

10,000 meta-analyses are simulated per scenario of interest. The meta-analyses are combining two studies sequentially where
the outcome of interest is binary and the intervention effect is described using an odds ratio. The first analysis (only of the first
study) must show promising results which we define to be a z-score between -1.96 and 0. A second study is then simulated and
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combined with the first study in a meta-analysis. We will investigate both the scenario of having a conclusive meta-analysis before
reaching the full sample size and reaching the full sample size. For simplicity there is no heterogeneity of the intervention effect
in the simulation and a fixed-effect meta-analysis is used. We consider multiple scenarios expressed by a set of pre-specified
parameters found in Table 7.

T A B L E 7 Set of parameter values used in the simulation study. Notice that we define information fraction as the percentage
of participants out of the required sample size.

Variable Values
pC - probability of event in control group 0.05, 0.2, 0.3, 0.5
θ (OR) - the true intervention effect δ, 1, 1.1
δ (OR) - anticipated effect. Used for sample size calculation 0.3, 0.5, 0.7, 0.9
First information fraction (IF1) 0.25, 0.5, 0.75
Second information fraction (IF2) (full sample) 1, 1, 1
Second information fraction (IF2) (conclusive before full sample) 0.75, 0.75, 0.9

The simulation scheme is as follows. The first three steps are prior to the 10,000 simulations.

1. Set the true odds ratio θ and pC. pC is the probability of event in the control group.
2. Calculate the full sample size N based on the assumed intervention effect δ and pC. The sample size for the first study is the

required sample size times the desired information fraction at the first analysis IF1 (between 0.25 and 0.75). We consider
equal sample sizes N · IF/2 = n1i per treatment group i for i ∈ {1, 2}. The subscripts in n1i stand for the first study sample
size for the ith treatment group.

3. Introduce the treatment difference using the two formulas:

log

(
p1

1 – p1

)
= log

(
pC

1 – pC

)
+ log(δ).

log

(
p2

1 – p2

)
= log

(
pC

1 – pC

)
.

Isolate p1 and p2.
4. Simulate the number of events in treatment group 1 and 2, by use of the binomial distributions:

ŷk1 ∼ Bin(p1, nk1) and

ŷk2 ∼ Bin(p2, nk2).

In case of total zero events, the simulation is redone. In the case of either treatment group having a 0 event count, 0.5
is added to each event count and 1 is added to each observation count. Note that total zero events and zero event counts
happened rarely and did not influence the simulation results.

5. Calculate the z-score. If the z-score is not between -1.96 and 0, redo step 4. If the first analysis z-value is between -1.96 and
0, we run step 4 with k = 2.
(a) For meta-analyses that stop before reaching the full sample size, we have that n2i = n · (IF2 – IF1)/2 is the sample size

for the treatment groups of the second trial.
(b) For meta-analyses that reach the full sample, we have that n2i = n · (1 – IF1)/2 is the sample size for the treatment

groups of the second trial.
6. Perform a meta-analysis of the two trials.

(a) In the scenario of meta-analyses stopping before reaching the full sample size, if the meta-analysis z-score is not below
-1.96, re-run steps 4 to 6 until the meta-analysis z-score is below -1.96. Estimate and store MLE, CE and PCE.

(b) In the scenario of meta-analyses reaching the full sample size, estimate and store MLE, CE and PCE.
7. Continue steps 4 to 6 until 10,000 simulations are reached.

With the different values of pC and δ from Table 7, we get the required sample sizes shown in Table 8.
We will present meta-analyses that end at the final analysis and meta-analyses that are conclusive prior to reaching the full

sample size. For meta-analyses that reach the full sample size, we consider just the MLE and the CE as the PCE is equal to
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OR = 0.3 OR = 0.5 OR = 0.7 OR = 0.9
pC = 0.05 186 813 3957 54932
pC = 0.2 84 299 1299 16766
pC = 0.3 82 260 1056 13010
pC = 0.5 104 278 1004 11330

T A B L E 8 Required sample sizes given pC and OR

the CE in this scenario. Under the scenario of conclusive meta-analyses prior to reaching the full sample size the PCE and
the CE differ and the performance of all three estimators will be investigated. For the PCE and the CE, we set the boundaries
for determining the promising results to 0 and -1.96 at the first analysis. We will also investigate what happens if we do not
condition on the first analysis being promising in the adjustment estimator. We call this estimator CE-. It is important to note that
some of the scenarios we are investigating can have small probability of occurring. Table 9 show some of the probabilities:

T A B L E 9 Estimated probability of either reaching the full sample size (IF2 = 1) or becoming conclusive earlier (IF2 < 1) at
the second interim and having promising boundaries (-1.96 to 0) at the first interim.

θ δ pC IF1 IF2 Probability
Reaching full sample size and z1 ∈ [–1.96, 0] 0.7 0.7 0.3 0.25 1.0 64%
Reaching full sample size and z1 ∈ [–1.96, 0] 1.0 0.9 0.05 0.5 1.0 46%
Reaching full sample size and z1 ∈ [–1.96, 0] 1.1 0.9 0.2 0.75 1.0 6%
Conclusive at the second interim and z1 ∈ [–1.96, 0] 0.7 0.7 0.3 0.25 0.75 23%
Conclusive at the second interim and z1 ∈ [–1.96, 0] 1.0 0.9 0.05 0.5 0.75 1%
Conclusive at the second interim and z1 ∈ [–1.96, 0] 1.1 0.9 0.2 0.75 0.9 <0.01%

Given being conclusive before reaching the full sample is so unlikely (probability less than 1%) when having a true value of
δ = 1.1, we will not report on these scenarios. Thus δ = 1.1 will only be considered in the situations where we reach the full
sample size. The results of Table 9 also highlight which of the scenarios are the most likely. For the scenarios of reaching the full
sample size, the probability of reaching the full sample is highest when θ = δ or θ = 1. For the scenarios of being conclusive
before reaching the sample size, the situation where θ = δ is of highest probability.

In the simulations we use the same definition of promising as has been used throughout, see (3). It is possible to change
this definition to Zm–1 ∈ (–1.96, x), where x is some relevant lower threshold for continuing but this is not considered in the
simulations presented here. As we are proposing the estimators to be used in scenarios where one might be cautious about the
conditional bias due to decision-making, we will not consider introducing randomness regarding the decision-making definition
into the simulations. While the choice of the lower threshold in the decision-making process, above defined as x, might be
considered a random variable, for each use-case it will or should not be. The investigator should have some idea about when
continuation of the analysis is justified which we assume to not be random. The purpose of the simulations is understand how
the adjustment estimators behave in terms of bias and variance under the assumption of being used in practical examples.

5.2 Results

Three general scenarios of the true intervention effect θ were considered as described in Table 7. One where θ = δ, hence the
true effect was equal to the anticipated effect of intervention. One where there was no effect of intervention, thus θ = 1 and a last
scenario where θ = 1.1.

5.2.1 Reaching required sample size

In this section we will look at simulation results when the sample size is reached. In this scenario the CE and the PCE will
be the same and we report the estimate as CE. We denote CE- to be the conditional estimator where we do not condition on
the previous meta-analysis being promising. Table 10 is presented below which concerns the scenario of θ = δ and θ = 1 (no
intervention effect). The last scenario for θ = 1.1 (positive effect of control over intervention) is provided in the Additional
results section, see Section C Table C4.
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T A B L E 10 Simulation results based on 10000 meta-analyses where the true intervention effect is θ = 1 and θ = δ and the
full sample was reached. The first three columns are simulation settings. The remaining columns are the simulation results where
bias is the average point estimate minus the true effect θ. IF1 stands for the information fraction of the first study and translates
to the fraction of participants in the first study compared to the full participant size. The event probability pC is set to 0.2.

Average point estimate Bias Standard deviation

θ δ IF1 MLE CE- CE MLE CE- CE MLE CE- CE

1 0.5 0.25 0.91 0.9 1.01 0.09 0.1 -0.01 0.27 0.29 0.33
1 0.5 0.50 0.87 0.85 1.03 0.13 0.15 -0.03 0.24 0.29 0.39
1 0.5 0.75 0.84 0.78 1.05 0.16 0.22 -0.05 0.2 0.3 0.5
1 0.9 0.25 0.99 0.98 1 0.01 0.01 0 0.03 0.04 0.04
1 0.9 0.50 0.98 0.98 1 0.02 0.02 0 0.03 0.04 0.05
1 0.9 0.75 0.98 0.97 1 0.02 0.03 0 0.03 0.04 0.06

0.5 0.5 0.25 0.49 0.46 0.49 0 0.04 0.01 0.32 0.36 0.39
0.5 0.5 0.50 0.54 0.45 0.48 -0.04 0.05 0.02 0.27 0.4 0.45
0.5 0.5 0.75 0.59 0.43 0.47 -0.09 0.07 0.03 0.23 0.51 0.59
0.9 0.9 0.25 0.9 0.9 0.9 0 0 0 0.04 0.04 0.04
0.9 0.9 0.50 0.92 0.89 0.9 -0.02 0.01 0 0.03 0.05 0.05
0.9 0.9 0.75 0.93 0.89 0.9 -0.03 0.01 0 0.03 0.06 0.06

We see from Table 10 that when reaching the full sample, we will have little bias in the CE when adjusting for the conditional
bias from decision making. We also see that in terms of bias the CE is superior to both the MLE and CE-, where this conditioning
was not adjusted for.

5.2.2 Conclusive before reaching sample size

In this section we will look at simulation results where the final sample size is not reached. Hence the meta-analysis will be
conclusive before reaching the full sample size. In this scenario the CE and PCE will not be the same. As the CE was found to
be superior to the CE- in terms of bias, we will only compare PCE to CE and MLE. The simulation results are presented in Table
11 and are discussed in the next subsection.

T A B L E 11 Simulation results based on 10000 meta-analyses where the true intervention effect is θ = δ and the analysis
becomes conclusive before reaching the full sample size. The first three columns are simulation settings. The remaining columns
are the simulation results where bias is the average point estimate minus the true effect θ. IF1 stands for the information fraction
of the first study and translates to the fraction of participants in the first study compared to the full participant size. The event
probability pC is set to 0.2.

Average point estimate Bias Standard deviation

θ δ IF1 MLE CE PCE MLE CE PCE MLE CE PCE

0.5 0.5 25 0.23 0.18 0.42 0.27 0.32 0.08 0.33 0.46 0.63
0.5 0.5 50 0.27 0.14 0.46 0.23 0.36 0.04 0.24 0.45 0.61
0.5 0.5 75 0.33 0.12 0.52 0.17 0.38 -0.02 0.16 0.39 0.52
0.9 0.9 25 0.85 0.83 0.89 0.05 0.07 0.01 0.03 0.04 0.07
0.9 0.9 50 0.86 0.8 0.9 0.04 0.1 0 0.02 0.04 0.08
0.9 0.9 75 0.88 0.77 0.9 0.02 0.13 0 0.01 0.05 0.08
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6 CONCLUSION

In Table 10, we find for meta-analyses reaching the full sample size which had an initial promising meta-analysis, the conditional
estimator (CE) conditioning on Zpromising

1 is unbiased, whereas both the MLE and CE- where we do not condition on Zpromising
1

have bias. That CE- is more biased than the MLE when θ = 1 is expected as the CE-, when at the full sample, will adjust the
point estimate away from the null10. Using CE and CE- involves a moderate increase in the standard error compared to the MLE.

In Table 11, we investigated meta-analyses becoming conclusive before reaching the full sample size with an initial promising
meta-analysis. Here the PCE can be compared with the CE and MLE. Both the CE and PCE are conditioning on Zpromising

1 . Given
the results from Table 11, we find that the PCE performs better than the CE and MLE in terms of bias. For θ = 1 where δ ̸= 1, all
three estimators would have problems with bias as an early conclusion in this scenario equates to conditioning on a type-I-error.
This scenario is further very unlikely as described in Table 9. Furthermore, the sampling mechanism has the effect of making the
z-scores from the first analyses are likely to be further away from the null, as the meta-analysis must stop at the second stage.
This is not achievable with a first analysis too close to the null value. Regardless of the technical reasons for the bias, in general
all estimators will have problems with conditioning on stopping for rejection of the null when the null is true. For this reason
simulations involving θ = 1 conditioning on early stopping have been excluded in previous studies12 and we have not included the
result of these simulations. In terms of variance we observe the same behavior as before with the MLE having the lowest variance
and the CE having again a moderate increase. The PCE has the largest variance in the scenarios presented but the smallest bias.

7 DISCUSSION

Conditional bias from decision making affects the naive point estimate pushing it towards a greater effect than the true
intervention effect. We found that conditional estimators, inspired by single group sequential trials, can be used to remove this
bias. We found that the PCE performs the best in terms of stability and bias. The instability of the CE was especially clear in the
application. The performance of PCE, CE and MLE was assessed via simulation studies.

We recommend using the estimate from PCE as a sensitivity analysis, when the conductor of the meta-analysis is evaluating
whether there is a risk of decision-making bias being present in the meta-analysis. Hence we recommend it to be evaluated
together with the naive meta-analysis point estimate when one suspects conditional bias. This type of bias is important to
consider when subsequent studies have been justified by earlier studies being promising and are then added to the existing
evidence. Using the method as a sensitivity analysis, the adjusted estimate provides an unbiased estimate of the point estimate
under complete adherence to the decision-making boundaries defined in the estimation. In this paper, we have only looked at the
scenario where one continues the analysis if the observed z-score is between 0 and -1.96. However, the decision criteria can
easily be changed in our framework to consider other limits. Using e.g. the minimal clinical value as one of the limits might
be of more relevance in some scenarios. The method presented is robust towards other decision criteria. However, continuing
significant analyses is not an option in our framework as we assume that the updated meta-analysis does not continue after a
significant result. In this scenario it might be of more use to change the purpose of the meta-analysis to a Living Systematic
Review which is less focused on the decision-making context29.

The LIFT study is another practical example of potential conditional bias from decision making. This study was justified
by a promising but not significant meta-analysis30. Here the effect of lactoferrin, an antimicrobial protein, as a supplement
compared to a diet without lactoferrin was investigated for lowering the risk of multiple outcomes but especially late-onset sepsis
for preterm and low birth weight infants. As the LIFT study itself did not have sufficient power to answer all three hypotheses of
interest, the study was added to the pre-existing meta-analysis, hence making the meta-analysis sequential. The LIFT study
provides an additional example of a cumulative meta-analysis in which the methods developed here would be appropriate for
adjusting for the conditional bias arising from decision making.

Another paper has mentioned the usefulness of creating an adjustment estimator. In6 it is mentioned that development of an
appropriate bias adjustment should be possible under a explicit decision strategy. This is what we have created in this paper.
However, it also mentioned that development of such an strategy requires the combined efforts of statisticians and decision-
makers. For an explicit strategy, the result of the PCE might be evaluated equally important as the naive point estimate. For
scenarios where the strategy is less explicit, the PCE might contribute more as a sensitivity analysis.
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APPENDIX

A ADJUSTED SEQUENTIAL META-ANALYSIS USING A SEQUENTIAL TESTING SCHEME

In this section we will continue investigating the behavior of the MLE, CE and PCE using the cord clamping example. Compared
to the analysis presented in Section 4.2, we will see how the estimators behave when the MLE is closer to the boundary.

Had the meta-analyses been prospective, a sequential design would have controlled the type-I-error risk when continuously
updating the meta-analysis. This is not the case for the cord clamping case study. However, we can investigate whether applying
a sequential design would have changed whether we would have stopped the meta-analysis after adding the APTS trial and
whether a different set of boundaries changes the CE and PCE.

Trial sequential analysis (TSA) is one way to create a sequential testing set up for meta-analysis7. We can calculate sequential
stopping boundaries using the previously calculated RIS as the final sample size. We choose to use the Lan and DeMets version
of O’Brien-Fleming α spending boundaries14. We modify the boundaries as we assume that APTS would not be planned unless
the first meta-analysis was promising. Thus, we adjust the stopping boundaries to be 0 for the first boundary value in the direction
of greater risk of in-hospital mortality when using delayed cord clamping. Table A1 shows the boundaries that we will consider.

T A B L E A1 Lan and DeMets O’Brien-Fleming stopping boundaries. First boundary corresponds to the first meta-analysis,
the second stopping boundary is for the update with the APTS study and the last is then hypothetically reaching the required
information size.

First boundary Second boundary Potential third boundary
Upper boundary 0 2.1975 2.0339
Lower boundary -5.0349 -2.1975 -2.0339

We see that the meta-analysis can be stopped after updating with APTS with an observed z-value at -2.26. This is visualised in
Figure 3 right plot, where the stopping boundary is just crossed at the second meta-analysis. As the meta-analysis stopped we
compute the MLE, CE and PCE. The point estimates are found in Table A2.

T A B L E A2 Point estimates.
log(RR) RR log(CE) CE log(PCE) PCE λ∗

Point estimates -0.3403 0.7116 2.1304 8.4182 -0.0385 0.9623 0.8588

We see that the CE estimates the RR to 8.42 which way over in the other direction than the MLE and the direction for which
the meta-analysis stopped. The PCE satisfies that the adjusted point estimate is in the direction of which the trial stopped. When
the stopping is extremely close to the boundary as in this example the CE is getting pushed towards ∞ and PCE is pushed
towards the null value.

B CHANGING THE INFORMATION OF THE FINAL ANALYSIS

In the cord clamping case study, the first meta-analysis only accounted for approximately 20% of the information required to
have a well-powered study of 80%. As an illustrative exercise in this section we consider hypothetical analyses with a greater
amount information at the first meta-analysis. The reason being, that as we are conditioning on the stopping time T , we might
imply an extreme loss of information. In the cord clamping application, the first meta-analysis accounts for a small fraction of
the information compared to the updated meta-analysis with APTS. Hence the information and efficiency loss might not be as
big for this particular application. We wish to see what happens to the estimates calculated used CE and PCE when the first
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meta-analysis accounts for a specific fraction of the combined information. We can investigate this by adding more information
to the first meta-analysis. Splitting ATPS in two parts, we can add one part to the first meta-analysis and let the other part be
the added trial used for updating the meta-analysis. By varying the size of two parts, the implication of the size of the first
meta-analysis can be investigated. Scenarios where respectively 50% and 75% of required information is placed in the first
meta-analysis, will be investigated.

APTS had 782 participants in the control group and 784 participants in the intervention group. We are going to assume that
there was no dependence between the timing of enrollment and the number of events. We split the APTS into two studies, adding
the first study to the initial first meta-analysis to see how the information size of the first meta-analysis affects the estimates.

Table B3 shows the estimates, when respectively 50% and 75% of the required information size was allocated to the first
meta-analysis. We find that the CE and PCE moves towards the naive estimate as the information fraction increases of the
previous meta-analysis.

T A B L E B3 Estimates (RR) from the MLE, CE and PCE when 50% and 75% of the information is spent on the first meta-analysis.

MLE CE PCE λ∗

50% information at first meta-analysis 0.7116 2.2445 0.902 0.8675
75% information at first meta-analysis 0.7116 1.524 0.8216 0.9178

C ADDITIONAL RESULTS

Additional simulation results in the scenario of reaching the full sample size.

T A B L E C4 Simulation results based on 10000 meta-analyses where the true intervention effect θ = 1.1. The first three
columns are simulation settings. The remaining columns are the simulation results where bias is the average point estimate
minus the true effect θ. IF1 stands for the information fraction of the first study and translates to the fraction of participants in
the first study compared to the full participant size. The event of probability pC is set to 0.2.

Average point estimate Bias Standard deviation

θ δ IF1 MLE CE- CE MLE CE- CE MLE CE- CE

1.1 0.5 0.25 0.99 0.98 1.11 0.11 0.12 -0.01 0.26 0.28 0.33
1.1 0.5 0.50 0.92 0.91 1.12 0.17 0.19 -0.02 0.23 0.27 0.38
1.1 0.5 0.75 0.88 0.84 1.16 0.22 0.26 -0.06 0.19 0.27 0.48
1.1 0.9 0.25 1.06 1.07 1.1 0.04 0.03 0 0.03 0.04 0.04
1.1 0.9 0.50 1.04 1.05 1.1 0.06 0.05 0 0.03 0.04 0.05
1.1 0.9 0.75 1.01 1.02 1.11 0.09 0.08 -0.01 0.02 0.03 0.07
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A. RTSA manual

This appendix contains the documentation for the R package RTSA. The pack-
age is available online from the Comprehensive R Archive Network (CRAN):

A. L. Soerensen et al. (2023b). RTSA: ’Trial Sequential Analysis’ for Error
Control and Inference in Sequential Meta-Analyses. R package version 0.2.1.
url: https://github.com/AnneLyng/RTSA

The package is a translation and an update of the original Trial Sequential
Analysis software implemented in java. All computational functions are trans-
lated and re-written to R by the candidate. The graphical elements of the
package is written by Markus Harboe Olsen and the candidate.
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boundaries Boundaries for group sequential designs

Description

Calculates alpha- and potentially beta-spending boundaries for group sequential designs for meta-
analysis. Should be used for exploring how the different arguments affect the sequential design.
The function is not intended to be used individually for Trial Sequential Analysis. For this purpose,
we recommend RTSA().

Usage

boundaries(
timing,
alpha = 0.05,
beta = 0.1,
side = 2,
futility = "none",
es_alpha = "esOF",
es_beta = NULL,
type = "design",
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design_R = NULL,
tol = 1e-09

)

Arguments

timing Expected timings of interim analyses and final analysis as a vector consisting of
values from 0 to 1.

alpha The level of type I error as a percentage, the default is 0.05 corresponding to
5%.

beta The level of type II error as a percentage, the default is 0.1 corresponding to
10%.

side Whether a 1- or 2-sided hypothesis test is used. Defaults to 2. Options are 1 or
2.

futility Futility boundaries added to design. Options are: none, non-binding and bind-
ing. Default is "none".

es_alpha The error spending function for alpha-spending. Options are: "esOF" (Lan &
DeMets version of O’Brien-Fleming boundaries), "esPoc" (Lan & DeMets ver-
sion of Pocock boundaries), "HSDC" (Hwang Sihi and DeCani) and "rho" (rho
family). Defaults to "esOF".

es_beta The error spending function for beta-spending. For options see es_alpha. De-
faults to NULL.

type Whether the boundaries are used for design or analysis. We recommend only to
use the boundaries() function with type equal to design. Defaults to design.

design_R If type is analysis, a scalar for achieving the right amount of power is required. It
is recommended not to use the boundaires() function with the setting type equal
to analysis. Defaults to NULL.

tol Tolerance level for numerical integration. Defaults to 1e-09.

Value

A boundaries object which includes:

inf_frac Timing of interim analyses and final analysis. Potentially modified if type =
"analysis".

org_inf_frac Original timing. If type = "design".

alpha_ubound Upper alpha-spending boundaries

alpha_lbound Lower alpha-spending boundaries

alpha As input

alpha_spend List of cumulative and incremental spending

delta Drift parameter

design_R If type = "analysis" it is the scalar for correct power in the design. Else
NULL.
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info List of the information as the squareroot of the information increments and the
squareroot of the cumulative information

beta_ubound Upper beta-spending boundaries
beta_lbound Lower beta-spending boundaries
root Scalar for achieving correct power
beta_spend List of cumulative and incremental spending
pwr List of probabilities for rejecting the null under the sample size settings being

true at each analysis and the sum.
tIe List of probabilities for type-I-error at each analysis and the sum
side As input
beta As input
es_alpha As input
es_beta As input
type As input
futility As input

Examples

boundaries(timing = c(0.25, 0.5, 0.75, 1), alpha = 0.05, beta = 0.1,
side = 2, futility = "non-binding", es_alpha = "esOF", es_beta = "esOF")

coronary Dataset of trials investigating the intensity of statin therapy on the risk
of myocardial infarction or coronary death

Description

A dataset containing trials investigating myocardial infarction or coronary death among patients
with acute coronary syndromes or chronic coronary artery disease of statin therapy intensity. The
trials compared low intensities of statin to higher intensities.

Usage

coronary

Format

A data frame with 4 rows and 5 variables:

study Name of first author of the trial
eI Number of events in the intervention group
nI Number of participants in the intervention group
eC Number of events in the control group
nC Number of participants in the control group
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eds Dataset of trials investigating the effect of carer on early supported
discharge services

Description

A dataset containing trials investigating on the length of hospital stay when receiving early sup-
ported discharge (ESD) service versus conventional care. The outcome is length of initial hospital
stay counted in days.

Usage

eds

Format

A data frame with 9 studies and 8 variables:

Details

• study. Name of the city of the study

• year. Year of the trial

• mI. Mean duration at hospital in intervention (ESD) group

• mC. Mean duration at hospital in control group

• sdI. Standard deviation of intervention (ESD) estimate

• sdC. Standard deviation of control estimate

• nI. Number of participants in the intervention (ESD) group

• nC. Number of participants in the control group

References

Fearon P, Langhorne P. Services for reducing duration of hospital care for acute stroke patients.
Cochrane Database of Systematic Reviews 2012, Issue 9. Art. No.: CD000443. DOI: 10.1002/14651858.CD000443.pub3.
Accessed 17 October 2022.



6 inference

inference Inference calculations for sequential meta-analysis

Description

Calculates point-estimates, p-values and confidence intervals. Computes naive inference and TSA-
adjusted confidence intervals. If the meta-analysis crosses a alpha-spending boundary, a binding
beta-spending boundary or reached the sequential RIS, stage-wise ordered inference is also calcu-
lated. This function is not supposed to be used individually for Trial Sequential Analysis (TSA).
RTSA() is recommended for TSA.

Usage

inference(
bounds,
timing,
ana_times,
ma,
fixed,
org_timing,
inf_type = "sw",
conf_level = 0.95,
final_analysis = FALSE,
tol = 1e-15

)

Arguments

bounds The boundaries for the analysis as calculated by the boundaries() function in
RTSA.

timing The timing of the studies relative to the sequential RIS. A vector consisting of
values equal to the proportion of study participants out of the sequential RIS.

ana_times The analysis times presented as a vector. Describes at which studies the meta-
analyses were performed. If one expects that the meta-analysis was updated per
study a vector from 1 to the number of studies included can be used.

ma A metaanalysis object from the metaanalysis function.

fixed Whether the analysis is for fixed-effect or random-effects meta-analysis. Op-
tions are TRUE (meta-analysis is fixed-effect) or FALSE (meta-analysis is random-
effects).

org_timing The timing of all included studies as a proportion of RIS and not sequential RIS.

inf_type For now only option is "sw" (stage-wise). Type of inference used for point
estimates, confidence intervals and p-values.

conf_level The confidence interval level. Defaults to 0.95 which is 95%.

final_analysis Whether or not the this analysis is considered the final analysis.

tol The tolerance level. Set to 1e+09.
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Value

A data.frame of cumulative meta-analysis results including stopping boundaries and a list of condi-
tional sequential inference to be parsed to RTSA

results_df A data.frame containing information about: Cumulative test values, cumula-
tive outcomes, timing of trials, stopping boundaries (alpha_upper, alpha_lower,
beta_upper, beta_lower), naive confidence intervals, TSA-adjusted confidence
intervals, cumulative p-values and standard deviations.

seq_inf If the meta-analysis crosses an alpha-spending boundary, a binding beta-spending
boundary or reaches the required information size inference conditional on stop-
ping is provided. A median unbiased estimate, lower and upper confidence in-
terval, and p-value is calculated based on stage-wise ordering.

Examples

ma <- metaanalysis(data = perioOxy, outcome = "RR", mc = 0.8)
sts <- ma$ris$NR_D2$NR_D2_full
timing <- cumsum(perioOxy$nI + perioOxy$nC)/sts
bound_oxy <- boundaries(timing = timing, alpha = 0.05, beta = 0.2, side = 2,

futility = "none", es_alpha = "esOF")
inference(timing = bound_oxy$inf_frac, bounds = bound_oxy, ma = ma,fixed = FALSE,
ana_times = 1:length(timing), org_timing = timing)

metaanalysis Fixed-effect or random-effects meta-analysis

Description

Computes a fixed-effect or random-effects meta-analysis including heterogeneity statistics. If mc is
specified, a retrospective sample and trial size is calculated.

Usage

metaanalysis(
outcome,
data,
side = 2,
alpha = 0.05,
beta = 0.1,
weights = "IV",
re_method = "DL_HKSJ",
tau_ci_method = "BJ",
cont_vartype = "equal",
mc = NULL,
RRR = NULL,
sd_mc = NULL,
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study = NULL,
conf_level = 0.95,
zero_adj = 0.5,
...

)

Arguments

outcome Outcome metric for the studies. Choose between: MD (mean difference), RR
(relative risk), RD (risk difference), or OR (odds ratio).

data A data.frame containing the study results. The data set must containing a spe-
cific set of columns. These are respectively ‘eI‘ (events in intervention group),
‘eC‘ (events in control group), ‘nC‘ (participants intervention group) or ‘nI‘
(participants control group) for discrete data, or, ‘mI‘ (mean intervention group),
‘mC‘ (mean control group), ‘sdI‘ (standard error intervention group), ‘sdC‘
(standard error control group),‘nC‘ (participants intervention group) and ‘nI‘
(participants control group) for continuous outcomes. Preferable also a ‘study‘
column as an indicator of study.

side Whether a 1- or 2-sided hypothesis test is used. Options are 1 or 2. Default is 2.

alpha The level of type I error as a percentage, the default is 0.05 corresponding to
5%.

beta The level of type II error as a percentage, the default is 0.1 corresponding to
10%. Not used unless a sample and trial size calculation is wanted.

weights Method for calculating weights. Options are "MH" (Mantel-Haenzel and only
optional for binary data) or "IV" (Inverse variance weighting). Default is "IV".

re_method Methods are "DL" for DerSimonian-Laird or "DL_HKSJ" for DerSimonian-
Laird with Hartung-Knapp-Sidik-Jonkman adjustment. Default is "DL_HKSJ".

tau_ci_method Methods for computation of confidence interval for heterogeneity estimate tau.
Calls rma.uni from the metafor package. Options are "BJ" and "QP". Default is
"BJ"

cont_vartype Variance type for continuous outcomes. Choices are "equal" (homogeneity of
treatment group variances) or "non-equal" (heterogeneity of treatment group
variances). Default is "equal".

mc Minimum clinically relevant value. Used for sample and trial size calculation.

RRR Relative risk reduction. Used for binary outcomes with outcome metric RR.
Argument mc can be used instead. Must be a value between 0 and 1.

sd_mc The expected standard deviation. Used for sample and trial size calculation for
mean differences.

study Optional vector of study IDs. If no study indicator is provided in ‘data‘, a vector
of study indicators e.g. names.

conf_level Confidence interval coverage

zero_adj Zero adjustment for null events in binary data. Options for now is 0.5. Default
is 0.5.

... Additional variables.
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Value

A metaanalysis object which is a list with 6 or 7 elements.

study_results A data.frame containing study results which is information about the individual
studies

meta_results A data.frame containing the results of the meta-analysis such as the pooled esti-
mate, its standard error, confidence interval and p-value

hete_results A list containing statistics about hetergeneity.

metaPrepare A list containing the elements used for calculating the study results.

synthesize A list containing the elements used for calculating the meta-analysis results.

settings A list containing the arguments used in the metaanalysis call.

ris (Only when mc has been specified or meta-analysis is created as part of RTSA).
List of sample size and trial size calculation. See documentation for ris.

Examples

### Basic uses
# Use perioOxy data from package and run meta-analysis with default settings
data(perioOxy)
metaanalysis(outcome = "RR", data = perioOxy, study = perioOxy$trial)

# Run same meta-analysis but with odds ratio as outcome metric, Mantel-Haenzel
# weights and DerSimionian-Laird for the variance estimate
metaanalysis(outcome = "OR", data = perioOxy, study = perioOxy$trial,
weights = "MH", re_method = "DL")

# Run meta-analysis with mean difference as outcome metric
data(eds)
metaanalysis(outcome = "MD", data = eds)

### Retrospective sample size calculation
# minimal clinical relevant difference set to an odds ratio of 0.7.
ma <- metaanalysis(outcome = "OR", data = perioOxy, mc = 0.7)
ma$ris

minTrial Minimum number of trials needed for a specific level of power

Description

Calculates minimum number of trials needed to achieve power in a meta-analysis with heterogene-
ity.
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Usage

minTrial(
outcome,
mc,
tau2,
alpha,
beta,
side,
pC = NULL,
p1 = NULL,
var_mc = NULL,
var_random = NULL,
trials = NULL

)

Arguments

outcome Metric of interest, options include "RR" (relative risk), "OR" (odds ratio), "RD"
(risk difference) and "MD" (mean difference).

mc Minimal clinical relevant value provided as a numeric value. Such as 0.8 for e.g.
an odds ratio of 0.8.

tau2 Heterogeneity estimate. Can be extracted from the metaanalysis() function.

alpha The level of type I error as a percentage, the default is 0.05 corresponding to
5%.

beta The level of type II error as a percentage, the default is 0.1 corresponding to
10%.

side Whether a 1- or 2-sided hypothesis test is used. Options are 1 or 2.

pC Probability of event in control group. Only used for outcomes "RR", "OR" and
"RD".

p1 Probability of event in treatment group. Only used for outcome "RD".

var_mc Variance of the estimated effect when outcome is "MD". Not required for out-
come types "OR", "RR" or "RD".

var_random Estimated variance from the random-effects meta-analysis. Used then a meta-
analysis have already been made previously.

trials Optional argument. Number of trials of interest for to provide the number of
participants needed for that exact number of trials.

Value

Either a number (minimum required trials) or the minimum required required trials together with a
matrix of required participants per trial given different number of trials.



perioOxy 11

Examples

# Minimum number of trials for a prospective meta-analysis
minTrial(outcome = "RR", pC = 0.5, mc = 0.7, tau2 = 0.05, alpha = 0.05,
beta = 0.1, side = 2)

# Minimum number of trials still needed for a retrospective meta-analysis
# Note that retrospective sample size calculations are prone to bias
ma <- metaanalysis(outcome = "RR", data = perioOxy)
ris(outcome = "RR", mc = 0.80, ma = ma, type = "retrospective", fixed = FALSE,
beta = 0.1, alpha = 0.05, side = 2)

perioOxy Dataset of RCTs investigating the effect of 80% perioperative oxygen
vs. 30 -35% perioperative oxygen on surgical site infection.

Description

A dataset containing data on seven trials which includes their number of events per treatment group,
where intervention is 80% oxygen and control is 30-35% oxygen, number of participants in each
treatment group and the year of the trial.

Usage

perioOxy

Format

A data frame with 7 rows and 6 variables:

study Name of first author of the trial

eI Number of events in the intervention group (80% oxygen)

nI Number of perticipants in the intervention group (80% oxygen)

eC Number of events in the control group (30-35% oxygen)

nC Number of participants in the control group (30-35% oxygen)
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plot.boundaries Plot of boundaries for group sequential designs

Description

Plot of boundaries for group sequential designs

Usage

## S3 method for class 'boundaries'
plot(x, theme = "classic", ...)

Arguments

x boundaries object

theme Whether the theme is "classic" or "aussie"

... Other arguments to plot.boundaries

Value

Plot. Either a plot for two- or one-sided testing.

Examples

bounds <- boundaries(timing = c(0.5,0.75, 1), alpha = 0.025, beta = 0.2,
side = 1, futility = "none", es_alpha = "esOF")
plot(x = bounds)

plot.metaanalysis Forestplot for metaanalysis object.

Description

Forestplot for metaanalysis object.

Usage

## S3 method for class 'metaanalysis'
plot(x, type = "both", xlims = NULL, ...)
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Arguments

x metaanalysis object from the RTSA package.

type Define whether or not both fixed-effect and random-effects meta-analysis results
should be printed on the plot. Options are: "fixed", "random" or "both". Default
is "both".

xlims Set default limits on the outcome scale. Default is NULL.

... Additional arguments

Examples

# Example with OR
ma <- metaanalysis(data = coronary, outcome = "OR")
plot(ma)

# Example with RR
ma <- metaanalysis(data = perioOxy, outcome = "RR")
plot(ma)

# Example with MD
ma <- metaanalysis(data = eds, outcome = "MD")
plot(ma, type = "random")

plot.RTSA Plot RTSA object. Returns the R version of the original TSA plot.

Description

Plot RTSA object. Returns the R version of the original TSA plot.

Usage

## S3 method for class 'RTSA'
plot(x, model = "random", type = "classic", theme = "classic", ...)

Arguments

x RTSA object

model Whether a fixed- or random-effects meta-analysis should be used. Defaults to
random.

type Should Z-scores (classic) or outcome values (outcome) be plotted.

theme Whether the theme is traditional TSA (classic) or modern (modern)

... Other arguments to plot.RTSA

Value

Plot. Either a plot for two sided testing or one-sided



14 ris

Examples

data(perioOxy)
outRTSA <- RTSA(type = "analysis", data = perioOxy, outcome = "RR", mc = 0.8,
side = 2, alpha = 0.05, beta = 0.2, fixed = FALSE, es_alpha = "esOF", design = NULL)

plot(x = outRTSA)

ris Calculate required sample and trials size.

Description

Calculate required sample and trials size.

Usage

ris(
outcome,
mc,
side = 2,
alpha = 0.05,
beta = 0.1,
fixed = TRUE,
sd_mc = NULL,
pC = NULL,
p1 = NULL,
ma = NULL,
tau2 = NULL,
I2 = NULL,
D2 = NULL,
type = "prospective",
trials = NULL,
RTSA = FALSE,
...

)

Arguments

outcome Choose between: "MD" (mean difference), "RR" (relative risk), "OR" (odds
ratio) or "RD" (risk difference).

mc Minimum clinical relevant effect. For "OR" or "RR" set to natural scale, not log
scale.

side Test type. Set to 1 or 2 depending on the test being 1- or 2-sided.

alpha The level of type I error as a percentage, the default is 0.05 corresponding to
5%.
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beta The level of type II error as a percentage, the default is 0.1 corresponding to
10%.

fixed Should sample size be based on a fixed-effect (TRUE) or random-effects (FALSE)
model. Defaults to TRUE.

sd_mc Standard deviation of estimated effect. Only needed when outcome type is
"MD".

pC Probability of event in control group. Only needed when outcome type is "OR",
"RR" or "RD".

p1 Probability of event in treatment group. Only needed when outcome type is
"RD".

ma An optional metaanalysis object. Required for retrospective sample size cal-
culations.

tau2 The value of the heterogeneity. Use when estimating the sample size under a
random effects model. If data is provided, the estimated heterogeneity is used
instead.

I2 Optional argument. Inconsistency.
D2 Optional argument. Diversity.
type Whehter the type of calculaiton is for "prospective" meta-analysis or "retrospec-

tive" meta-analysis. If the type is retrospective, one should add a meta-analysis
object to the function. See argument ma.

trials Optional numeric argument. If one is interested in a specific number of trials.
RTSA Whether the ris function was called via the RTSA function. Purely operational

argument.
... additional arguments

Value

A list of up to 6 elements:

settings A list containing the arguments provided to the ris function.
NF The total number of required participants in a fixed-effect meta-analysis if type is

prospective. Contains a list if the type is retrospective, where NF is the additional
required number of participants and NF_full is the total required number of
participants.

NR_tau A list containing: minTrial the minimum number of trials. nPax a matrix con-
taining four possible number of trials with the number of participants per trial
and total number of participants. tau2 the estimate used for the calculation.
Might contain NR_tau_ll and NR_tau_ul which contain the same three ele-
ments. NR_tau_ll is based on the lower value in the confidence interval of tau2.
NR_tau_ul is based on the upper value in the confidence interval for tau2. If the
type is prospective the numbers are the total required. If the type is retrospective
the numbers are the additional required.

NR_D2 The total number of required participants in a random-effects meta-analysis ad-
justed by diversity (D2) if type is prospective. Contains a list if the type is ret-
rospective, where NR_D2 is the additional required number of participants and
NR_D2_full is the total required number of participants.
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NR_I2 The total number of required participants in a random-effects meta-analysis ad-
justed by inconsistency (I2) if type is prospective. Contains a list if the type is
retrospective, where NR_I2 is the additional required number of participants and
NR_I2_full is the total required number of participants.

Examples

# Sample and trial size calculation for prospective meta-analysis
ris(outcome = "RR", mc = 0.8, pC = 0.12, fixed = TRUE, alpha = 0.05,
beta = 0.1, side = 2)

# Additional sample and trial size calculation for retrospective meta-analysis
# It is calculated directly from the metaanalysis() function
data("perioOxy")
ma <- metaanalysis(outcome = "RR", data = perioOxy, mc = 0.8, beta = 0.2)
ma$ris
# Or by using the two functions in sequence
ma <- metaanalysis(outcome = "RR", data = perioOxy)
ris(outcome = "RR", mc = 0.8, ma = ma, type = "retrospective", fixed = FALSE,
beta = 0.2, alpha = 0.05, side = 2)

RTSA R version of Trial Sequential Analysis. Used for designing and
analysing sequential meta-analyses.

Description

R version of Trial Sequential Analysis. Used for designing and analysing sequential meta-analyses.

Usage

RTSA(
type = "design",
outcome = NULL,
side = 2,
alpha = 0.05,
beta = 0.1,
futility = "none",
es_alpha = "esOF",
es_beta = NULL,
timing = NULL,
data = NULL,
design = NULL,
ana_times = NULL,
fixed = FALSE,
mc = NULL,
RRR = NULL,
sd_mc = NULL,



RTSA 17

pC = NULL,
weights = "IV",
re_method = "DL_HKSJ",
tau_ci_method = "BJ",
gamma = NULL,
rho = NULL,
study = NULL,
cont_vartype = "equal",
zero_adj = 0.5,
tau2 = NULL,
I2 = NULL,
D2 = NULL,
trials = NULL,
final_analysis = NULL,
inf_type = "sw",
conf_level = 0.95,
random_adj = "tau2",
power_adj = TRUE,
...

)

Arguments

type Type of RTSA. Options are "design" or "analysis".

outcome Outcome metric. Options are: RR (risk ratio/relative risk), OR (odds ratio), RD
(risk difference) and MD (mean difference).

side Whether a 1- or 2-sided hypothesis test is used. Options are 1 or 2. Default is 2.

alpha The level of type I error as a percentage, the default is 0.05 corresponding to
5%.

beta The level of type II error as a percentage, the default is 0.1 corresponding to
10%.

futility Futility boundaries added to design. Options are: none, non-binding and bind-
ing. Default is "none".

es_alpha The spending function for alpha-spending. Options are: esOF (Lan & DeMets
version of O’Brien-Fleming), esPoc (Lan & DeMets version of Pocock), HSDC
(Hwang Sihi and DeCani) and rho (rho family).

es_beta The spending function for beta-spending. For options see es_alpha.

timing Expected timings of interim analyses when type = "design". Defaults to NULL.

data A data.frame containing the study results. The data set must containing a spe-
cific set of columns. These are respectively ‘eI‘ (events in intervention group),
‘eC‘ (events in control group), ‘nC‘ (participants intervention group) or ‘nI‘
(participants control group) for discrete data, or, ‘mI‘ (mean intervention group),
‘mC‘ (mean control group), ‘sdI‘ (standard error intervention group), ‘sdC‘
(standard error control group),‘nC‘ (participants intervention group) and ‘nI‘
(participants control group) for continuous outcomes. Preferable also a ‘study‘
column as an indicator of study.
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design RTSA object where type is design.

ana_times An optional vector of analysis times. Used if the sequential analysis is not done
for all studies included in the meta-analysis.

fixed Should only a fixed-effect meta-analysis be computed. Default is FALSE.

mc Minimal clinical relevant outcome value

RRR Relative risk reduction. Used for binary outcomes with outcome metric RR.
Argument mc can be used instead. Must be a value between 0 and 1.

sd_mc The expected standard deviation. Used for sample size calculation for mean
differences.

pC The expected probability of event in the control group. Used for sample size
calculation for binary outcomes.

weights Weighting method options include IV (inverse-variance) and MH (Mantel-Haenszel).
Defaults to IV.

re_method Method for calculating the estimate of heterogeneity, tau^2, and the random-
effects meta-analysis variance. Options are "DL" for DerSimonian-Laird and
"DL_HKSJ" for the Hartung-Knapp-Sidik-Jonkman adjustment of the DerSimonian-
Laird estimator.

tau_ci_method Method for calculating confidence intervals for the estimated heterogeneity tau^2.
Options are "QP" for Q-profiling and "BJ" for Biggelstaff ....

gamma Parameter for the HSDC error spending function.

rho Parameter for the rho family error spending function.

study An optional vector of study names and perhaps year of study. Defaults to NULL.

cont_vartype For mean difference outcomes, do we expect the variance in the different groups
to be "equal" or "non-equal".

zero_adj Zero adjustment. Options for now is 0.5.

tau2 Heterogeneity estimate. Used for sample and trial size calculation. Defaults to
NULL.

I2 Inconsistency estimate. Used for sample and trial size calculation. Defaults to
NULL.

D2 Diversity estimate. Used for sample and trial size calculation. Defaults to
NULL.

trials Number of anticipated extra trials. Used for heterogeneity adjustment by tau2.

final_analysis Whether or not the current analysis is the final analysis.

inf_type Stopping time confidence interval. Options for now is sw (stage-wise).

conf_level Confidence level on stopping time confidence interval.

random_adj The sample size adjustment based on presence of heterogeneity. Options are
"D2" (Diversity), "I2" (Inconsistency) and "tau2" (the heterogeneity estimate).
Default is "tau2".

power_adj Whether the sample size should be adjusted by the sequential design. Defaults
to TRUE.

... other arguments
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Value

A RTSA object, a list of five elements:

settings A list containing all of the settings used in the RTSA call. See Arguments.

ris List containing sample and trial size calculations for a non-sequential meta-
analysis. See documentation for ris function.

bounds List of stopping boundaries, timing of trials and more. See documentation for
boundaries function.

results List of 3 to 7 elements. AIS Achieved information size. RIS Fixed-effect re-
quired information size for a non-sequential meta-analysis. SMA_RIS RIS ad-
justed for sequential analysis. HARIS Heterogeneity adjusted required informa-
tion size for a non-sequential meta-analysis. SMA_HARIS HARIS adjusted for
sequential analysis. results_df a data.frame of inference, see documentation
for inference function. seq_inf a list of conditional inference, see documen-
tation for inference function. metaanalysis A metaanalysis object, see doc-
umentation for metaanalysis function. design_df a data.frame containing the
stopping boundaries and timings from the design.

warnings List of warnings

Examples

## Not run:
### Retrospective sequential meta-analysis:
# A RRR of 20% is expected which gives mc = 1 - RRR = 0.8.
# No futility boundaries
data(perioOxy)
RTSA(type = "analysis", data = perioOxy, outcome = "RR", mc = 0.8, side = 2,
alpha = 0.05, beta = 0.2, es_alpha = "esOF")

# Set binding futility boundaries
# And use Lan and DeMets' version of Pocock stopping boundaries
RTSA(type = "analysis", data = perioOxy, outcome = "RR", mc = 0.8, side = 2,
alpha = 0.05, beta = 0.2, es_alpha = "esOF", futility = "binding",
es_beta = "esPoc")

# Set non-binding futility boundaries
RTSA(type = "analysis", data = perioOxy, outcome = "RR", mc = 0.8, side = 2,
alpha = 0.05, beta = 0.2, es_alpha = "esOF", futility = "non-binding",
es_beta = "esPoc")

### Design a prospective sequential meta-analysis
# For continuous data without expected heterogeneity
RTSA(type = "design", outcome = "MD", mc = 5, sd_mc = 10, side = 1,
timing = c(0.33, 0.66, 1), fixed = TRUE,
alpha = 0.025, beta = 0.1, es_alpha = "esOF", futility = "non-binding",
es_beta = "esPoc")

# For binary outcome
RTSA(type = "design", outcome = "RR", mc = 0.75, side = 1,
timing = c(0.33, 0.66, 1), pC = 0.1, D2 = 0.1,
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alpha = 0.025, beta = 0.2, es_alpha = "esOF", futility = "non-binding",
es_beta = "esOF")

# extract sample size calculation
out_rtsa <- RTSA(type = "design", outcome = "RR", mc = 0.75, side = 1,
timing = c(0.33, 0.66, 1), pC = 0.1, D2 = 0.1,
alpha = 0.025, beta = 0.2, es_alpha = "esOF", futility = "non-binding",
es_beta = "esOF")
out_rtsa$ris

# plot the design
plot(out_rtsa)

# update the design with data as it accumulates (here toy-data)
fake_data <- data.frame(eI = c(10,10), eC = c(13, 11), nI = c(750, 750),
nC = c(750,750))
RTSA(type = "analysis", design = out_rtsa, data = fake_data)

# plot the analysis
an_rtsa <- RTSA(type = "analysis", design = out_rtsa, data = fake_data)
plot(an_rtsa)

## End(Not run)
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B. Additional results

One of the original objectives of this PhD thesis was to compare Trial Sequential
Analysis (TSA) to other methods for sequential meta-analysis in terms of type-
I- and type-II-error control. In this section we will look at just TSA and see
how well it controls the errors under various settings. These settings include
different simulated scenarios such as when study results are homogeneous or
heterogeneous. The following will present the different scenarios considered,
the simulation scheme and the results.

Some of these results were presented at the meta-analysis section of the
International Society of Clinical Biostatistics 44th conference in Milan Italy
the 28th of August 2023 by the candidate.

We start this section with the settings of the simulation study which is
followed by the simulation scheme. Two examples of a simulated sequential
meta-analyses using the simulation scheme are then presented. The end of this
section contains the simulation results and a discussion of the results.

B.1 Settings

We are going to investigate the level of the type-I- and type-II-errors of TSA
under different scenarios using relative risks (RR). When we want to investigate
the type-I-error, we will consider a true RR of 1. When we want to investigate
the type-II-error, we will consider a true RR of 0.8. Table B.1 contains the
simulation parameters and their values. The table also contains different sizes
of between-trial-variation τ2. This means that the control of the errors are also
going to be investigated under different levels of heterogeneity.

The simulation scheme is described next. The scheme describes when we
consider to encounter a type-I- or type-II-error and how the simulation differs
between a prospective and retrospective sequential meta-analysis. To illustrate
the steps of the scheme, two examples of sequential meta-analyses are provided
after the presentation.

B.2 Simulation scheme

The steps of the simulation is divided into three categories: Pre-simulation
settings, sequential meta-analysis simulation, and sequential meta-analysis re-
sults. The first category is the preparation of the simulation which includes
an initial sample size calculation. The second category simulates studies and
calculates and updates the sequential meta-analysis until it reaches a stopping
criteria. The third and final category collects the results and re-runs the sim-

155
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Parameter Values
Type of analysis Prospective, retrospective
Statistic RR (relative risk)
pC (prob. of event in control group) 0.1
θ (true effect size) 0.8, 1
δ (minimal relevant clinical value)* 0.8
τ2 (between trial-variation) 0, 0.05, 0.02
Maximum number of trials 50
α-spending function Lan & DeMets’ version of

O’Brien-Fleming
Meta-analysis model Fixed, Random
Trial size (#t) 5, 15
Design accounts for heterogeneity
(prospective)

Yes, No

Table B.1: Parameters and their values considered for the simulation studies
in this section. *Used for initial sample size calculation.

ulation until the desired number of simulations has been reached. We are now
ready to introduce the scheme:

Pre-simulation settings

1. Set a selection of the simulation parameter values illustrated in Table
B.1.

2. Calculate an initial total sample size, denoted N , based on the minimal
clinical relevant value δ and expected probability of event in the control
group pC . Given the total sample size N , we will assume a trial size of
N/(#t) where #t is the initial number of trials as defined in Table B.1.

• If the type of analysis is a prospective meta-analysis, the initial
sample size calculation might include a minimal number of trials
given the anticipated size of the heterogeneity. Update #t trial
number to the minimal number of trials required. See Chapter 2 for
information about the calculation of the number of trials.

• If the type of analysis is retrospective, stick with the chosen value
of #t from Table B.1.

Given the total sample size N , set the size of each simulated trial size to
N/(#t).

3. If the type of analysis is a prospective meta-analysis, create a sequential
design for the analysis. Using the RTSA package, it can look like this:

design rtsa <-
RTSA(

type = "design",

outcome = "RR",

side = 2,
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alpha = 0.05,

beta = 0.1,

es alpha = "esOF", # O'Brien-Fleming boundaries

pC = 0.1, # prob. of event in the control group

# timing of the trials

timing = seq(1 / trials, 1, length.out = trials),

mc = 0.8, # minimal clinical relevant value

fixed = T # fixed-effect meta-analysis model used

)

The sample size N is then updated to the sample size calculated from
the design which accounts for the sequential testing regime.

Sequential meta-analysis simulation

4. Given the sample size calculation and the simulation parameters, simulate
the number of events in the two treatment arms.

5. Start with analysing one trial and calculate the z-score. If the design
is prospective, evaluate the trial against the stopping boundaries from
the design. If the design is retrospective, evaluate the trial against naive
stopping boundaries.

• If the test is inconclusive (no boundary has been crossed - or the
sample size N has not been met), and the maximum number of
trials have not been reached, add another trial and recalculate the
z-score.

• If the test is conclusive, go to step 8.

6. For retrospective meta-analyses, re-calculate the required sample size and
denote it Nsimulation - if there is any presence of heterogeneity the sample
size calculation will take this into account and use the method proposed
by Kulinskaya et al. (2013) to calculate the sample size. See Chapter
2. Set N = Nsimulation. Then calculate a retrospective sequential meta-
analysis based on the observed data. Evaluate the new z-score against
the newly calculated boundaries. For prospective meta-analyses evaluate
the new z-score using the design.

• If the test is inconclusive, and the maximum number of trials have
not been reached, add another trial and recalculate the z-score.

• If the test is conclusive or the maximum number of trials have been
reached, go to step 8.

7. Redo step 6, unless all simulated trials have been used. In this case,
simulate a new set of trials as per step 4.

Sequential meta-analysis results

8. Store the conclusion of the trial. If the meta-analysis stopped by crossing
a boundary, it counts as a type-I-error under θ = 1. If it does not, it
counts as a type-II-error under θ ̸= 1.
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9. Run step 4 through 8 10000 times.

Step 9 concludes the simulation. Examples of simulations using the steps
of the scheme are shown in the next section.

B.3 Examples of simulated sequential meta-analyses

We will show two examples of simulated sequential meta-analyses, one is a
prospective sequential meta-analysis and the other is a retrospective sequential
meta-analysis.

Prospective sequential meta-analysis

The settings of the prospective sequential meta-analysis is shown in Table B.2.
We are going to go through one simulation from this set-up step by step.

Parameter Values
Type of analysis Prospective
Statistic RR (relative risk)
pC (prob. of event in control group) 0.1
θ (true effect size) 1
δ (minimal relevant clinical value)* 0.8
τ2 (between trial-variation) 0
Maximum number of trials 5
α-spending function Lan & DeMets’ version of

O’Brien-Fleming
Meta-analysis model Fixed
Trial size (#t) 5
Design with heterogeneity No

Table B.2: Parameters and their values considered for a specific simulation
study. *Used for initial sample size calculation

Pre-simulation settings
We set the simulation parameters illustrated in Table B.2. Then an initial total
sample size N is calculated based on the minimal clinical relevant value δ = 0.8
and expected probability of event in the control group pC = 0.1. The initial
sample size is 8606.

As the meta-analysis is prospective, we add a design to the meta-analysis.
The design is created via the RTSA package and creates boundaries and more:

design rtsa <-
RTSA(

type = "design",

outcome = "RR",

side = 2,

alpha = 0.05,

beta = 0.1,

es alpha = "esOF",
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pC = 0.1,

timing = c(0.2, 0.4, 0.6, 0.8, 1),

mc = 0.8,

fixed = T

)

design rtsa

## Design with Trial Sequential Analysis was computed with the

## following settings:

##

## Boundaries for a 2-sided design with a type-I-error of 0.05,

## and type-II-error of 0.1.

## Futility is set to: none. Alpha-spending function: esOF.

## Beta-spending function: .

##

## The required information size is not adjusted by heterogeneity.

## The required information size is further increased with 2

## percent due to the sequential design. The total required

## information size is 8805.

##

## Timing, and boundaries:

## sma_timing upper lower

## 0.205 4.877 -4.877

## 0.409 3.357 -3.357

## 0.614 2.680 -2.680

## 0.818 2.290 -2.290

## 1.023 2.031 -2.031

## sma_timing is the ratio of the required sample for a

## sequential meta-analysis to a non-sequential meta-analysis

## sample size.

...

The design provides an updated estimate of the sample size as it adjusts ac-
cording to the sequential design. The new sample size is 8805 and will continue
to be 8805 throughout the analysis as using a prospective design means that
sample size calculation does not get updated each time a new trial is added
to the analysis. Hence the design will not change if there is presence of het-
erogeneity or the probability of event in the control group was different than
anticipated.

Sequential meta-analysis simulation
The number of events in the two treatment arms are simulated for the 5 trials.
Analysing the first trial and calculating the z-score to approximately 0, we
have an inconclusive trial given the boundaries of the design is 4.88 and -4.88
per the above design. This means that we will continue the analysis.

Continuing the analysis, we get the following z-scores, acquired information
sizes (AIS), required information sizes (RIS) and the estimated value of the
heterogeneity τ̂2 in Table B.3. As the setting in the simulation (see Table B.2)
the heterogeneity is estimated to 0. Given the update of the meta-analysis,
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# Trials z-score Boundary AIS RIS τ̂2

2 -0.4 -3.36 3520 8805 0
3 -1.02 -2.68 5280 8805 0
4 -0.52 -2.29 7040 8805 0
5 -0.15 -2.03 8800 8805 0

Table B.3: Outcome of each meta-analysis from one simulation of a prospective
sequential meta-analysis.

the analysis concludes with not being able to reject the null hypothesis which
aligns with the true value of the RR being 1.

We now continue with an example of retrospective sequential meta-analysis
using the simulation scheme.

Retrospective sequential meta-analysis

The settings of the simulation is shown in Table B.4. We are going to go
through one simulation step by step.

Parameter Values
Type of analysis Retrospective
Statistic RR (relative risk)
pC (prob. of event in control group) 0.1
θ (true effect size) 0.8
δ (minimal relevant clinical value)* 0.8
τ2 (between trial-variation) 0.02
Maximum number of trials 50
α-spending function Lan & DeMets’ version of

O’Brien-Fleming
Meta-analysis model Random
Trial size (#t) 15
Design with heterogeneity No

Table B.4: Parameters and their values considered for a specific simulation
study. *Used for initial sample size calculation

Pre-simulation settings
We set the simulation parameters illustrated in Table B.4. Then an initial
total sample size N is calculated based on the minimal clinical relevant value
δ = 0.8, τ2 = 0.02, #t = 15 and expected probability of event in the control
group pC = 0.1. The initial sample size is 8606. Given the total sample size,
we will have a trial size of 574 as 15 is the initial number of trials as defined in
Table B.4.

Sequential meta-analysis simulation
The number of events in the two treatment arms are simulated for the 15 trials,
where each treatment arm has a total of 287 participants. Analysing the first
trial and calculating the z-score to -0.14, we have an inconclusive trial on a 0.05
significance level. This means we will continue to add a trial until a stopping
criteria is met.
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# Trials z-score Boundary AIS RIS τ̂2

2 -1.06 -20 1148 9391 0
3 -1.98 -4.95 1722 8842 0
4 -2.48 -4.25 2296 8842 0
5 -2.2 -3.81 2870 8985 0
6 -1.93 -3.46 3444 8966 0
7 -1.56 -3.24 4018 9218 0
8 -1.39 -2.99 4592 9055 0
9 -1.91 -4.9 5166 25917 0.0203
10 -2.08 -20 5740 49943 0.0101
11 -1.55 -4.19 6314 23436 0.0238
12 -1.78 -3.33 6888 16421 0.0169
13 -2.02 -2.9 7462 13632 0.0108
14 -2.16 -2.34 8036 9803 0.0043
15 -1.87 -2.31 8610 10230 0.0073
16 -2.2 -2.48 9184 12432 0.0157
17 -2.5 -2.47 9758 13028 0.0187

Table B.5: Outcome of each meta-analysis from one simulation of a retrospec-
tive sequential meta-analysis.

How the simulation turned out is shown in Table B.5. Different from the
prospective design is the RIS calculated a new each time a new trial is added.
This is why the RIS is not constant and also the reason why the boundaries are
not always going towards 0 as the number of trials increases. The simulation
stops at trial 17 where it crosses the boundary. We further see that this specific
simulation ends with an estimate close to the true value of the heterogeneity
per Table B.4.

B.4 Results

We are now ready to present some of the results from the simulation study. The
simulations were designed with a wanted nominal level of type-I-error of 5%
and a type-II-error of 10%. The type-I-errors will be presented for prospective
meta-analyses in Table B.6 Panel A and Table B.7 Panel A, where the first
table is for simulations simulated with no heterogeneity and the last table is
for simulations simulated with heterogeneity. Table B.6 Panel B and Table B.7
Panel B expresses the type-II-error for prospective sequential meta-analyses.

A similar pattern is used for retrospective sequential meta-analyses. The
type-I-errors will be presented for retrospective meta-analyses in Table B.8
Panel A and Table B.9 Panel A, where the first table is for simulations sim-
ulated with no heterogeneity and the last table is for simulations simulated
with heterogeneity. Table B.8 Panel B and Table B.9 Panel B expresses the
type-II-error for retrospective sequential meta-analyses.
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Prospective sequential meta-analysis

One scenario is left out in the tables below for the prospective meta-analyses.
When we have an expected heterogeneity of 0.05, five trials are too few to have
a well-powered random-effects meta-analysis. Hence results for this scenario
will not be provided.

Note that the sample size calculation for prospective sequential meta-analyses
will be adjusted by the sequential design. For this reason is the sample size cal-
culation called ”SMA required sample size”, where SMA stands for sequential
meta-analysis.

A) Prospective SMA θ = 1 and τ2 = 0

Number of studies #t = 5 #t = 15
Type-I-error 5% 5%
SMA required sample size 8805 8957
Average simulated sample size 8805 8897
Average final number of trials 5 14.9

B) Prospective SMA θ = 0.8 and τ2 = 0

Number of studies #t = 5 #t = 15
Type-II-error 10% 10%
SMA required sample size 8805 8957
Average simulated sample size 6368 6109
Average final number of trials 3.7 10.3

Table B.6: Empirical type-I- and type-II-error rates based on 10000 sim-
ulations per scenario with no heterogeneity for prospective sequential meta-
analyses. SMA stands for sequential meta-analysis.



B.4. RESULTS 163

A) Prospective SMA θ = 1

τ2 = 0.02 τ2 = 0.05

Number of studies #t = 5 #t = 15 #t = 5* #t = 15
Type-I-error 28% 7% - 10%
SMA required sample size 56776 12536 - 30364
Average simulated sample size 49963 12369 - 29352
Average final number of trials 4.4 14.8 - 14.5

B) Prospective SMA θ = 0.8

τ2 = 0.02 τ2 = 0.05

Number of initial studies* #t = 5 #t = 15 #t = 5* #t = 15
Type-II-error 9% 13% - 13%
Required sample size 56776 12536 - 30364
Average simulated sample size 30659 8775 - 19838
Average final number of trials 2.7 10.5 - 9.8

Table B.7: Empirical type-I- and type-II-error rates based on 10000 simula-
tions per scenario with low to modest heterogeneity. The number of studies
is a way to control the trial size. A large number of initial trials translates to
smaller individual trials. *It is not possible to calculate the sample size with
only 5 trials and τ2 = 0.05. SMA stands for sequential meta-analysis.

Retrospective sequential meta-analysis

One scenario is left out in the tables below for the retrospective meta-analyses.
When we have heterogeneity of 0.02 and consider five trials the first analysis
of the first study will almost always be significant. Hence most of the results
are concerning the analysis of a single trial. We are interested in the sequential
behaviuor and will for this reason not include the scenario of 0.02 and five trials
for retrospective sequential meta-analysis.
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A) Retrospective SMA θ = 1 and τ2 = 0

Number of initial studies* #t = 5 #t = 15
Type-I-error 4% 5%
Required information size 8606 8606
Average simulated information size 10710 9696
Average final number of trials 6.2 16.9

B) Retrospective SMA θ = 0.8 and τ2 = 0

Number of initial studies* #t = 5 #t = 15
Type-II-error 7% 8%
Required sample size 8606 8606
Average simulated sample size 7918 8147
Average final number of trials 4.6 12.4

Table B.8: Empirical type-I- and type-II-error rates based on 10000 simula-
tions per scenario with no heterogeneity. The number of initial studies is a way
to control the trial size. For a larger number of initial trials, the smaller the
individual trial size. As the simulations are retrospective the final number of
trials may be between 1 and 50. SMA stands for sequential meta-analysis.

B.5 Preliminary conclusions

For prospective sequential meta-analysis when there is no simulated hetero-
geneity, there will be complete control of the type-I- and type-II-error using
the RTSA version of TSA hitting the nominal levels of respectively 5% and
10%. In this scenario, it is indifferent whether few (5) or many (15) studies
was part of the the sequential meta-analysis.

For prospective sequential meta-analysis it is not possible to control the
nominal levels of type-I- and type-II-errors when there are heterogeneity. In
both scenarios of low to moderate heterogeneity, we find that the levels of type-
I- and type-II-errors are above the nominal level. Decreasing the size of the
individual trials used will have a positive effect on the empirical rates as they
converge towards the nominal levels.

Surprisingly it is seen from the retrospective sequential meta-analysis that
we have almost complete control of the type-I-errors when the meta-analyses
are simulated with no heterogeneity. The type-II-errors will in this scenario
be a little bias towards greater power than the nominal level. Similarly to the
prospective meta-analysis, we find that heterogeneity will challenge the control
of the type-I-errors there we again find better results when heterogeneity is low
and one uses many smaller trials compared to fewer larger trials.
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A) Retrospective SMA θ = 1

τ2 = 0.02 τ2 = 0.05

Number of initial studies* #t = 5 #t = 15 #t = 5 #t = 15
Type-I-error - 13% 59% 42%
Required sample size - 12045 35126** 29175
Average simulated sample size - 11563 24588 21784
Average final number of trials - 14.4 3.5 11.2

B) Retrospective SMA θ = 0.8

τ2 = 0.02 τ2 = 0.05

Number of initial studies* #t = 5 #t = 15 #t = 5 #t = 15
Type-II-error - 11% 13% 13%
Required sample size - 12045 35126** 29175
Average simulated sample size - 8994 17563 16533
Average final number of trials - 11.2 2.5 8.5

Table B.9: Empirical type-I- and type-II-error rates based on 10000 simula-
tions per scenario with small to modest heterogeneity. The number of initial
studies is a way to control the trial size. *A large number of initial trials
translates to smaller individual trials. As the simulations are retrospective the
final number of trials may be between 1 and 50. **This required sample size
calculation is based on 14 trials as it was not possible to calculate the required
sample size with 5 trials. SMA stands for sequential meta-analysis.
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